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Abstract

Neural models command state-of-the-art per-
formance across NLP tasks, including ones
involving ‘‘reasoning’’. Models claiming to
reason about the evidence presented to them
should attend to the correct parts of the input
while avoiding spurious patterns therein, be
self-consistent in their predictions across in-
puts, and be immune to biases derived from
their pre-training in a nuanced, context-
sensitive fashion. Do the prevalent *BERT-
family of models do so? In this paper, we
study this question using the problem of rea-
soning on tabular data. Tabular inputs are
especially well-suited for the study—they ad-
mit systematic probes targeting the properties
listed above. Our experiments demonstrate that
a RoBERTa-based model, representative of
the current state-of-the-art, fails at reason-
ing on the following counts: it (a) ignores
relevant parts of the evidence, (b) is over-
sensitive to annotation artifacts, and (c) relies
on the knowledge encoded in the pre-trained
language model rather than the evidence pre-
sented in its tabular inputs. Finally, through
inoculation experiments, we show that fine-
tuning the model on perturbed data does not
help it overcome the above challenges.

1 Introduction

The problem of understanding tabular or semi-
structured data is a challenge for modern NLP.
Recently, Chen et al. (2020b) and Gupta et al.
(2020) have framed this problem as a natural
language inference question (NLI, Dagan et al.,
2013; Bowman et al., 2015, inter alia) via the
TabFact and the INFOTABS datasets, respectively.
The tabular version of the NLI task seeks to de-
termine whether a tabular premise entails or con-
tradicts a textual hypothesis, or is unrelated to it.
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One strategy for such tabular reasoning tasks
relies on the successes of contextualized represen-
tations (e.g., Devlin et al., 2019; Liu et al., 2019b)
for the sentential version of the problem. Tables
are flattened into artificial sentences using heuris-
tics to be processed by these models. Surprisingly,
even this naive strategy leads to high predictive
accuracy, as shown not only by the introductory
papers but also by related lines of recent work
(e.g., Eisenschlos et al., 2020; Yin et al., 2020).

In this paper, we ask: Do these seemingly ac-
curate models for tabular inference effectively
use and reason about their semi-structured in-
puts? While ‘‘reasoning’’ can take varied forms,
a model that claims to do so should at least ground
its outputs on the evidence provided in its inputs.
Concretely, we argue that such a model should
(a) be self-consistent in its predictions across con-
trolled variants of the input, (b) use the evidence
presented to it, and the right parts thereof, and,
(c) avoid being biased against the given evi-
dence by knowledge encoded in the pre-trained
embeddings.

Corresponding to these three properties, we
identify three dimensions on which to evaluate a
tabular NLI system: robustness to annotation arti-
facts, relevant evidence selection, and robustness
to counterfactual changes. We design systematic
probes that exploit the semi-structured nature of
the premises. This allows us to semi-automatically
construct the probes and to unambiguously de-
fine the corresponding expected model response.
These probes either introduce controlled edits to
the premise or the hypothesis, or to both, thereby
also creating counterfactual examples. Experi-
ments reveal that despite seemingly high test set
accuracy, a model based on RoBERTa (Liu et al.,
2019b), a good representative of BERT deriva-
tive models, is far from being reliable. Not only
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does it ignore relevant evidence from its inputs, it
also relies excessively on annotation artifacts, in
particular the sentence structure of the hypothe-
sis, and pre-trained knowledge in the embeddings.
Finally, we found that attempts to inoculate the
model (Liu et al., 2019a) along these dimensions
degrades its overall performance.

The rest of the paper is structured as follows.
§2 introduces the Tabular NLI task, while §3
articulates the need for probing evidence-based
tabular reasoning in extant high-performing mod-
els. §4-86 detail the probes designed for such an
examination and the results thereof while §7 ana-
lyzes the impact of inoculation to aforementioned
challenges through model fine-tuning. §8 presents
the main takeaways and contextualization in the
related art. §9 provides concluding remarks and
indicates future directions of work.!

2 Preliminaries: Tabular NLI

Tabular natural language inference is a task similar
to standard NLI in that it examines if a natural
language hypothesis can be derived from the given
premise. Unlike standard NLI, where the evidence
is presented in the form of sentences, the premises
in tabular NLI are semi-structured tables that may
contain both text and data.

Dataset Recently, datasets such as TabFact
(Chen et al., 2020b) and INnroTABS (Gupta et al.,
2020), and also shared tasks such as SemEval
2021 Task 9 (Wang et al., 2021a) and FEVER-
OUS (Aly et al., 2021), have sparked interest in
tabular NLI research. In this study, we use the
INFOTABS dataset for our investigations.
INFOTABS  consists  of 23,738  premise-
hypothesis pairs, whose premises are based on
Wikipedia infoboxes. Unlike TabFact, which
only contains EntaiL and ConTrRADICT hypotheses,
INFOTABS also includes NEUTRAL ones. Figure 1
shows an example table from the dataset with four
hypotheses, which will be our running example.
The dataset contains 2,540 distinct infoboxes
representing a variety of domains. All hypotheses
were written and labeled by Amazon MTurk work-
ers. The tables contain a title and two columns,
as shown in the example. Since each row takes
the form of a key-value pair, we will refer to the

'The dataset and the scripts used for our analysis are
available at https://tabprobe.github.io.
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Breakfast in America

Released 29 March 1979
Recorded May-December 1978
Studio The Village Recorder (Studio B) in
Los Angeles
Genre pop ; art rock ; soft rock
Length 46:06
Label A&M
Producer Peter Henderson, Supertramp
H1: Breakfast in America is a pop album with a length of

46 minutes.

H2: Breakfast in America was released at the end of 1979.

H3: Most of Breakfast in America was recorded in the

last month of 1978.

H4: Breakfast in America has 6 tracks.

Figure 1: An example of a tabular premise from
INFOTABS. The hypotheses H1 is entailed by it, H2
contradicts it, and H3, H4 are neutral (i.e., neither
entailed nor contradictory).

elements in the left column as the keys, and the
right column provides the corresponding values.

In addition to the usual train and development
sets, INFOTABS includes three test sets, o, a9, and
as. The oy set represents a standard test set that is
both topically and lexically similar to the training
data. In the «s set, hypotheses are designed to be
lexically adversarial, and the a3 tables are drawn
from topics not present in the training set. We will
use all three test sets for our analysis.

Models over Tabular Premises Unlike stan-
dard NLI, which can use off-the-shelf pre-trained
contextualized embeddings, the semi-structured
nature of premises in tabular NLI necessitates a
different modeling approach.

Following Chen et al. (2020b), tabular premises
are flattened into token sequences that fit the
input interface of such models. While different
flattening strategies exist in the literature, we adopt
the Table as a Paragraph strategy of Gupta et al.
(2020), where each row is converted to a sentence
of the form ““The keyof titleisvalue’’. This
seemingly naive strategy, with RoBERTa-large
embeddings (RoBERTa;, henceforth), achieved
the highest accuracy in the original work, shown in


https://tabprobe.github.io

Model dev aq o) as
Human 79.78 84.04 83.88 79.33
Hypothesis Only 60.51 60.48 48.26 48.89
RoBERTay, 75.55 74.88 65.55 64.94
5xCV 7359(2'3) 72.41(1_4) 63.02(1'9) 61.82(1‘4)

Table 1: Results of the Table as a Paragraph
strategy on INFOTABS subsets with RoBERTay,
model, hypothesis-only baseline and majority
human agreement. The first three rows are re-
produced from Gupta et al. (2020). The last row
represents the average performances (and stan-
dard deviations as subscripts) using models ob-
tained via five-fold cross validation (5xCV).

Table 1.2 The table also shows the hypothesis-only
baseline (Poliak et al., 2018; Gururangan et al.,
2018) and human agreement on the labels.?

To study the stability of the models to vari-
ations in the training data, we performed 5-fold
cross validation (5xCV). An average cross valida-
tion accuracy of 73.53% with a standard deviation
of 2.73% was observed on the training set which
is close to the performance on the «; test set
(74.88%). In addition, we also evaluated perfor-
mance on the development and test sets. The
penultimate row of Table 1 presents the perfor-
mance for the model trained on the entire training
data, and the last row presents the performance
of the 5xCV models. The results demonstrate
that model performance is reasonably stable to
variations in the training set.

3 Reasoning: An Illusion?

Given the surprisingly high accuracies in Table 1,
especially on the o test dataset, can we conclude
that the RoBERTa-based model reasons effec-
tively about the evidence in the tabular input to
make its inference? That is, does it arrive at its
answer via a sound logical process that takes into
account all available evidence along with com-

2Other flattening strategies have similar performance
(Gupta et al., 2020).

3Preliminary experiments on the development set showed
that ROBERTay, outperformed other pre-trained embeddings.
We found that BERT 5, RoBERTag, BERT, ALBERT 5,
and ALBERT, reached development set accuracies of 63.0%,
67.23%, 69.34%, 70.44%, and 70.88%, respectively. While
we have not replicated our experiments on these other models
due to a prohibitively high computational cost, we expect the
conclusions to carry over to these other models as well.
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mon sense knowledge? Merely achieving high
accuracy is not sufficient evidence of reasoning:
The model may arrive at the right answer for the
wrong reasons leading to improper and inadequate
generalization over unseen data. This observation
is in line with the recent work pointing out that
the high-capacity models we use may be relying
on spurious correlations (e.g., Poliak et al., 2018).

‘‘Reasoning’’ is a multi-faceted phenomenon,
and fully characterizing it is beyond the scope of
this work. However, we can probe for the ab-
sence of evidence-grounded reasoning via model
responses to carefully constructed inputs and their
variants. The guiding premise for this work is:

Any ‘‘evidence-based reasoning’’ system
should demonstrate expected, predict-
able behavior in response to controlled
changes to its inputs.

In other words, ‘‘reasoning failures’’ can be
identified by checking if a model deviates from ex-
pected behavior in response to controlled changes
to inputs. We note that this strategy has been ei-
ther explicitly or implicitly employed in several
lines of recent work (Ribeiro et al., 2020; Gardner
et al., 2020). In this work, we instantiate the above
strategy along three specific dimensions, briefly
introduced here using the running example in Fig-
ure 1. Each dimension is used to define several
concrete probes that subsequent sections detail.

1. Avoiding Annotation Artifacts A model
should not rely on spurious lexical correlations. In
general, it should not be able to infer the label using
only the hypothesis. Lexical differences in closely
related hypotheses should produce predictable
changes in the inferred label. For example, in
the hypothesis H2 of Figure 1, if the token ‘‘end’’
is replaced with ‘‘start’’, the model prediction
should change from CONTRADICT to ENTAIL.

2. Evidence Selection A model should use the
correct evidence in the premise for determining
the hypothesis label. For example, ascertaining
that the hypothesis H1 is entailed requires the
Genre and Length rows of Figure 1. When a
relevant row is removed from a table, a model that
predicts the EnTaIL or the ConTrADICT label should
predict the NEUTRAL label. When an irrelevant row
is removed, it should not change its prediction
from ENTAIL to NEUTRAL or vice versa.



3. Robustness to Counterfactual Changes A
model’s prediction should be grounded in the
provided information even if it contradicts the
real world, that is to counterfactual information.
For example, if the month of the Released date
changed to ‘‘December’’, then the model should
change the label of H2 in Figure 1 to ENTAIL
from ContraDpICT. Since this information about
release date contradicts the real world, the model
cannot rely on its pre-trained knowledge, say,
from Wikipedia. For the model to predict the label
correctly, it needs to reason with the information
in the table as the primary evidence. Although
the importance of pre-trained knowledge cannot
be overlooked, it must not be at the expense of
primary evidence.

Further, there are certain pieces of information
in the premise (irrelevant to the hypothesis) that
do not impact the outcome, making the outcome
invariant to these changes. For example, delet-
ing irrelevant rows from the premise should not
change the model’s predicted label. Contrary to
this is the relevant information (‘‘evidence’’) in
the premise. Changing these pieces of informa-
tion should vary the outcome in a predictable
manner, making the model covariant with these
changes. For example, deleting relevant evidence
rows should change the model’s predicted label
to NEUTRAL.

The three dimensions above are not limited to
tabular inference. They can be extended to other
NLP tasks, such as reading comprehension as well
as the standard sentential NLI. However, directly
checking for such properties would require consid-
erable labeled data—a big practical impediment.
Fortunately, in the case of tabular inference, the
(in-/co-)variants associated with these dimensions
allow controlled and semi-automatic edits to the
inputs leading to predictable variation of the ex-
pected output. This insight underlies the design of
probes using which we examine the robustness of
the reasoning employed by a model performing
tabular inference. As we will see in the following
sections, highly effective and precise probes can
be designed without extensive annotation.

4 Probing Annotation Artifacts

Can a model make inference about a hypothesis
without a premise? It is natural to answer in the
negative in general. (Of course, certain hypothe-
ses may admit strong priors, e.g., tautologies.)

Preliminary experiments by Gupta et al. (2020)
on INrFOTABS, however, reveal that a model trained
just on hypotheses performs surprisingly well on
the test data. This phenomenon, an inductive bias
entirely predicated on the hypotheses, is called
hypothesis bias. Models for other NLI tasks have
been similarly shown to exhibit hypothesis bias,
whereby the models learn to rely on spurious
correlations between patterns in the hypotheses
and corresponding labels (Poliak et al., 2018;
Gururangan et al., 2018; Geva et al., 2019, and
others). For example, negations are observed to be
highly correlated with contradictions (Niven and
Kao, 2019).

To better characterize a model’s reliance on
such artifacts, we perform controlled edits to
hypotheses without altering associated premises.
Unlike the ao set, which includes minor changes
to function words, we aim to create more sophis-
ticated changes by altering content expressions or
noun phrases in a hypothesis. Two possible sce-
narios arise where a hypothesis alteration, without
a change in the premise, either (a) leads to a change
in the label (i.e., the label covaries with the vari-
ation in the hypothesis), or (b) does not induce
a label change (i.e., the label is invariant to the
variation in the hypothesis).

In InrOTABS, a set of reasoning categories are
identified to characterize the relationship between
a tabular premise and a hypothesis. We use a
subset of these, listed below, to perform controlled
changes in the hypotheses.

e Named Entities: such as Person, Location,
Organization;

Nominal modifiers: nominal phrases or
clauses;

Negation: markers such as no, not;

e Numerical Values: numeric expressions
representing weights, percentages, areas;

Temporal Values: Date and Time; and,

o Quantifiers: like most, many, every.

Although we can easily track these expressions
in a hypothesis using tools like entity recogniz-
ers and parsers, it is non-trivial to automatically
modify them with a predictable change on the hy-
pothesis label. For example, some label changes
can only be controlled if the target expression in
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Preposition Upward Monotonicity Downward Monotonicity

over CONTRADICT ENTAIL
under ENTAIL CONTRADICT
more than CONTRADICT ENTAIL
less than ENTAIL CONTRADICT
before ENTAIL CONTRADICT
after CONTRADICT ENTAIL

Table 2: Monotonicity properties of prepositions.

the hypothesis is correctly aligned with the facts
in the premise. Such cases include CONTRADICT to
EntaIL, and NEUTRAL to CONTRADICT or ENTAIL,
which are difficult without extensive expression-
level annotations. Nonetheless, in several cases,
label changes can be deterministically known even
with imprecise changes in the hypothesis. For ex-
ample, we can convert a hypothesis from EnTaiL
to ConTrRADICT by replacing a named entity in the
hypothesis with a random entity of the same type.
Hence we follow the following strategy: (a) We
avoid perturbations involving the NeutraL la-
bel altogether, as they often need changes in the
premise (table) as well. (b) We generate all label-
preserving and some label-flipping transforma-
tions automatically using the approach described
below. (¢) We annotate the CONTRADICT to ENTAIL
label-flipping perturbations manually.

Automatic Generation of Label-preserving
Transformations To automatically perturb hy-
potheses, we leverage the syntactic structure of
a hypothesis and the monotonicity properties of
function words like prepositions. First, we per-
form syntactic analysis of a hypothesis to identify
named entities and their relations to title expres-
sions via dependency paths.* Then, based on the
entity type, we either substitute or modify them.
Named entities such as person names and loca-
tions are substituted with entities of the same type.
Expressions containing numbers are modified us-
ing the monotonicity property of the prepositions
(or other function words) governing them in their
corresponding syntactic trees.

Given the monotonicity property of a prepo-
sition (see Table 2), we modify its governing
numerical expression in a hypothesis in the same
order to preserve the hypothesis label. Consider
hypothesis H5 in Figure 2, which contains a prepo-
sition (over) with upward monotonicity. Because
of upward monotonicity, we can increase the num-
ber of hours in H5 without altering the label.

“We used spaCy v2.3.2 for the syntactic analysis.
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Bridesmaids

Length 125 minutes

H5: Bridesmaids has a running time of over 3 hrs.

Figure 2: Hypothesis H5 contradicts the premise.

Type of Perturbed Hypothesis
Modification
Nominal H1%: Breakfast in America which was
Modifier produced by Pert Handerson is a pop
album of 46 minutes length.
Temporal H1E: Breakfast in America is a pop
Expression album with a length of 56 minutes.
Negation H2¢: Breakfast in America was not
released towards the end of 1979.
Temporal H2&: Breakfast in America was re-
Expression leased towards the end of /989.

Table 3: Example hypothesis perturbations for
the running example from Figure 1. The red itali-
cized text represents changes. Superscripts E/C
represent gold Entai. and ConTrADICT labels,
and subscripts F/C represent new labels.

Manual Annotation of Label-flipping Trans-
formations Note that in the above example,
modifying the numerical expression in the reverse
direction (e.g., decreasing the number of hours)
does not guarantee a label flip. We need to know
the premise to be accurate. During the experi-
ments, we observed that a large step (half/twice
the actual number) suffices in most cases. We used
this heuristic and manually curated the erroneous
cases. Additionally, all the cases of CoNnTRADICT
to EnTaIL label-flipping perturbations were anno-
tated manually.’

We generated 2,891 perturbed examples from
the a1 set with 1,203 instances preserving the label
and 1,688 instances flipping it. We also generated
11,550 examples from the Train set, with 4,275
preserving and 7,275 flipping the label. Some
example perturbations using different types of
expressions are listed in Table 3. It should be noted
that there may not be a one-to-one correspondence
between the gold and perturbed examples, as a
hypothesis may be perturbed numerous times or
not at all. As a result, in order for the results to be
comparable, a single perturbed example must be
sampled for each gold example: we sampled 967
from the o set and 4,274 from the Train set.

>Annotation done by an expert well versed in the
NLI task.


https://spacy.io/

Model Original Label Label
Mean (sidev) Preserved Flipped
Train Set (w/o NEUTRAL)

Prem+Hypo 99-44(0406) 92.98(0‘20) 53-92(0,28)

Hypo-Only 96.39(0.13) 70.23(0.35) 19.239.27)

a1 Set (w/o NEUTRAL)
Prem+Hyp0 68.94(()‘76) 69.56(0‘77) 51 -48(0.86)
Hypo-Only 63.52(0'75) 60.27(0‘85) 31 -02(0.63)

Table 4: Results of the Hypothesis-only model
and Prem+Hypo model on the gold and perturbed
hypotheses.

Results and Analysis We tested the hypothesis-
only and full models (both trained on the original
Train set) on the perturbed examples, without
subsequent fine-tuning on the perturbed exam-
ples.® The results are presented in Table 4, with
each cell representing the average accuracy and
standard deviation (subscript) across 100 sam-
plings, with 80% of the data selected at random in
each sampling.

We note that the performance degrades substan-
tially in both label-preserved and flipped settings
when the model is trained on just the hypotheses.
When labels are flipped after perturbations, the
decrease in performance (averaged across both
models) is about 25% and 61% points, on the «;
set and T'rain set, respectively. However, for the
full model, perturbations that retain the hypothesis
label have little effect on model performance.

The contrast in the performance drop between
the label-preserved and label-flipped cases sug-
gests that changes to the content expressions have
little effect on the model’s original predictions. In-
terestingly, the predictions are invariant to changes
to functions words as well, as per results on ap in
Gupta et al. (2020). This suggests that the model
might be more prone to changes to the template or
structure of a hypothesis than its lexical makeup.
Consequently, a model that relies on correlations
between the hypothesis structure and the label is
expected to suffer on the label-flipped cases. In
case of label-preserving perturbations of similar
kind, structural correlations between the hypothe-
sis and the label are retained leading to minimal
drop in model performance.

The results of the hypothesis-only model on
the Train set may appear slightly surprising at
first. However, given that the model was trained

SWe analyze the impact of fine-tuning on perturbed
examples in §7.
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on this dataset, it seems reasonable to assume
that the model has ‘‘overfit’’ to the training data.
Therefore, the model is expected to be vulnerable
even to slight label-preserving modifications to
the examples it was trained on, leading to the huge
drop of 26%. In the same setting, for the oy set the
performance drop is lesser, namely, about 3%.

Taken together, we can conclude from these re-
sults that the model ignores the information in the
hypotheses (thereby perhaps also the aligned facts
in the premise), and instead relies on irrelevant
structural patterns in the hypotheses.

5 Probing Evidence Selection

Predictions of an NLI model should primarily be
based on the evidence in the premise, that is, on
the facts relevant to the hypothesis. For a tabu-
lar premise, rows containing the evidence neces-
sary to infer the associated hypothesis are called
relevant rows. Short-circuiting the evidence in rel-
evant rows for inference using annotation artifacts
as suggested in §4 or other spurious artifacts in
irrelevant rows of the table is expected to lead to
poor generalization over unseen data.

To better understand the model’s ability to
select evidence in the premise, we use two kinds
of controlled edits: (a) automatic edits without any
information about relevant rows, and (b) semi-
automatic edits using knowledge of relevant rows
via manual annotation. The rest of the section goes
over both scenarios in detail. All experiments in
this section use the full model that is trained on
both premises and their associated hypotheses.

5.1 Automatic Probing

We define four kinds of table modifications that
are agnostic to the relevance of rows to a hy-
pothesis: (a) row deletion, (b) row insertion,
(c) row-value update, that is, changing existing
information, and (d) row permutation, that is, re-
ordering rows. Each modification allows certain
desired (valid) changes to model predictions.” We
examine below the case of row deletion in detail
and refer the reader to the Appendix for the others.

Row deletion should lead to the following de-
sired effects: (a) If the deleted row is relevant to
the hypothesis (e.g., Length for H1), the model

"In performing these modifications, we made sure
that the modified table does not become inconsistent or
self-contradicting.
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Figure 3: Changes in model predictions after automatic
row deletion. Directed edges are labeled with transition
percentages from the source node label to the target
node label. The number triple corresponds to oy, s,
and a3 test sets, respectively and, for each source
node, adds up to 100% over the outgoing edges. Red
lines represent invalid transitions. Dashed and solid
black lines represent valid transitions for irrelevant
and relevant row deletion respectively. * represents
valid transitions with either row deletions.

prediction should change to NEUTRAL. (b) If the
deleted row is irrelevant (e.g., Producer for H1),
the model should retain its original prediction.
NEUTRAL predictions should remain unaffected by
row deletion.

Results and Analysis We studied the impact
of row deletion on the «q, s, and a3 test sets.
Figure 3 shows aggregate changes to labels after
row deletions as a directed labeled graph. The
nodes in this graph represent the three labels in
InFoTaBS, and the edges denote transitions after
row deletion. The source and end nodes of an
edge represent predictions before and after the
modification.

We see that the model makes invalid transi-
tions in all three datasets. Table 5 summarizes
the invalid transitions by aggregating them over
the label originally predicted by the model. The
percentage of invalid transitions is higher for En-
TAIL predictions than for CoNTRADICT and NEUTRAL.
After row deletion, many EnTAIL examples are in-
correctly transitioning to CoNTRADICT rather than
to NEuTRAL. The opposite trend is observed for the
ConTrADICT predictions.

As with row deletion, the model exhibits invalid
responses to other row modifications listed in
the beginning of this section, like row insertion.
Surprisingly, the performance degrades due to
row permutations as well, suggesting some form
of position bias in the model. On the positive
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Dataset oy 9 a3 | Average
ENTAIL 5.76 | 7.26 | 5.01 6.01
NEUTRAL 443 | 391 | 5.24 4.53
ContrADICT | 3.23 | 3.70 | 3.01 3.31
Average 447 | 496 | 442 -

Table 5: Percentage of invalid transitions after
row deletion. For an ideal model, all these
numbers should be zero.

side, the model mostly retains its predictions on
row-value update operations. We refer the reader
to the Appendix for more details.

5.2 Manual Probing

Row modification for automatic probing in §5.1
is agnostic to the relevance of the row to a given
hypothesis. Since only a few rows (one or two)
are relevant to the hypothesis, the probing skew
towards hypothesis-unrelated rows weakens the
investigations into the evidence-grounding capa-
bility of the model. Knowing the relevance of
rows allows for the creation of stronger probes.
For example, if a relevant row is deleted, the En-
TAIL and ConTrADICT predictions should change to
NEUTRAL. (Recall that after deleting an irrelevant
row the model should retain its original label.)

Probing by altering or deleting relevant rows re-
quires human annotation of relevant rows for each
table-hypothesis pair. We used MTurk to annotate
the relevance of rows in the development and the
test sets, with turkers identifying the relevant rows
for each table-hypothesis pair.

Inter-annotator Agreement. We employed
majority voting to derive ground truth labels from
multiple annotations for each row. The inter-
annotator agreement macro F1 score for each of
the four datasets is over 90% and the average
Fleiss’ kappa is 78 (std: 0.22). This suggests good
inter-annotator agreement. In 82.4% of cases,
at least 3 out of 5 annotators marked the same
relevant rows.

Results and Analysis We examined the re-
sponse of the model when relevant rows are de-
leted. Figure 4 shows the label transitions. The
fact that even after the deletion of relevant rows,
EntaiL and ConTrADICT predictions don’t change
to NEuTrRAL a large percentage of times (mostly
the original label remains unchanged and at other
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Figure 4: Changes in model predictions after deletion
of relevant rows. Red lines represent invalid transitions
while black lines represent valid transitions. The di-
rected edges are labeled in the same manner as they are
in Figure 3.

Dataset o a9 a3 Average
ENTAIL 75.41 7470 | 77.31 75.80
NEUTRAL 8.39 6.58 8.01 7.66
ConTtraDICT | 77.02 81.10 77.80 78.64
Average 53.60 | 54.14 | 54.35

Table 6: Percentage of invalid transitions follow-
ing deletion of relevant rows. For an ideal model,
all these numbers should be zero.

times, it changes incorrectly), indicates that the
model is likely utilizing spurious statistical pat-
terns in the data for making the prediction.

We summarize the combined invalid transitions
for each label in Table 6. We see that the percent-
age of invalid transitions is considerably higher
compared to random row deletion in Figure 3.5
The large percentage of invalid transitions in the
EntalL and ConTrADICT cases indicates a rather
high utilization of spurious statistical patterns by
the model to arrive at its answers.

5.3 Human vs Model Evidence Selection

We further analyze the model’s capability for se-
lecting relevant evidence by comparing it with
human annotators. All rows that alter the model
predictions during automatic row deletion are con-
sidered as model relevant rows and are compared
to the human-annotated relevant rows. We only
consider the subset of 4,600 (from 7,200 anno-
tated dev/test sets pairs) hypothesis-table pairs

8Note that the dashed black lines from Figure 3 are now
red in Figure 4, indicating invalid transitions.
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with EntaiL and ConTrADICT labels, where delet-
ing a relevant row should change the prediction
to NEUTRAL.?

Results and Analysis On the human-annotated
relevant rows, the model has an average precision
of 41.0% and a recall of 40.9%. Further analysis
reveals that the model (a) uses all relevant rows
in 27% cases, (b) uses incorrect or no rows as
evidence in 52% of occurrences, and (c) is only
partially accurate in identifying relevant rows in
the remaining 21% of examples. Upon further
analyzing the cases in (b), we observed that the
model actually ignores premises completely in
88% (of 52%) of cases. This accounts for 46%
(absolute) of all occurrences. In comparison, in
the human-annotated data, such cases only amount
to < 2%.

Although, the model’s predictions are 70% cor-
rect in the 4,600 examples, only 21% can be
attributed to using all relevant evidence. The cor-
rect label in 37% of the 4,600 examples is from
irrelevant rows, with the remaining 12% of correct
predictions use some, but not all, relevant rows.

We can conclude from the findings in this sec-
tion that the model does not seem to need all the
relevant evidence to arrive at its predictions, rais-
ing questions about trust in its predictions.

6 Probing with Counterfactual Examples

Since INFOTABS is a dataset of facts based on
Wikipedia, pre-trained language models such as
RoBERTHA4, trained on Wikipedia and other pub-
licly available text, may have already encountered
information in INFOTABS during pre-training. As a
result, NLI models built on top of RoBERTay, can
learn to infer a hypothesis using the knowledge
of the pre-trained language model. More specifi-
cally, the model may be relying on ‘‘confirmation
bias’’, in which it selects evidence/patterns from
both premise and hypothesis that matches its prior
knowledge. While world knowledge is necessary
for table NLI (Neeraja et al., 2021), models should
still treat the premise as the primary evidence.
Counterfactual examples can help test whether
the model is grounding its inference on the ev-
idence provided in the tabular premise. In such
examples, the tabular premise is modified such
that the content does not reflect the real world. In
We did not include the 2,400 NEUTRAL examples pairs

and the ambiguous 200 EntaIL or CoNTRADICT examples that
had no relevant rows as per the consensus annotation.



Breakfast in America

Released 29 March 1979

Recorded May-December 1978

Studio The Village Recorder (Studio B) in
Los Angeles

Genre pop ; art rock ; soft rock

[Length | [125 minutes

Label A&M

Producer Peter Henderson, Supertramp

Hb5: Breakfast in America has a running time of over

3 hrs.

Figure 5: Counterfactual table-hypothesis pair created
from Figure 1 and Figure 2. Only the values of ‘Length’
rows are swapped, rest of the rows from Figure 1 are
copied over.

this study, we limit ourselves to modifying only
the EntaiL and ConTraDICT examples. We omit
the NEUTRAL cases because the majority of them in
INFOTABS involve out-of-table information; pro-
ducing counterfactuals for them is much harder
and involves the laborious creation of new rows
with the right information.

The task of creating counterfactual tables pre-
sents two challenges. First, the modified tables
should not be self-contradictory. Second, we need
to determine the labels of the associatedx hypo-
theses after the table is modified. We employ a
simple approach to generate counterfactuals that
addresses both challenges. We use the evidence se-
lection data (§5.2) to gather all premise-hypothesis
pairs that share relevant keys such as ‘‘Born’’,
““Occupation’’, and so forth. Counterfactual ta-
bles are generated by swapping the values of rel-
evant keys from one table to another.'?

Figure 5 shows an example. We create counter-
factuals from the premises in Figure 1 and Figure 2
by swapping their Length rows. We also swap the
hypotheses (H1 and HS5) aligned to the Length
rows in both premises by replacing the title ex-
pression Bridesmaids in HS with Breakfast in
America and vice versa. The simple procedure en-

10There may still be a few cases of self-contradiction, but
we expect that such invalid cases would not exist in the rows
that are relevant to the hypothesis.
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Bridesmaids

Released 29 March 1979
Recorded May-December 1978
Studio The Village Recorder (Studio B) in
Los Angeles
Genre pop ; art rock ; soft rock
Length 46:06
Label A&M
Producer Peter Henderson, Supertramp
H1: Bridesmaids is a pop album with a length of 46 min-
utes.
H?2: Bridesmaids was released at the end of 1979.
H3: Most of Bridesmaids was recorded in the last month
of 1978.
H4: Bridesmaids has 6 tracks.

Figure 6: A counterfactual tabular premise and the as-
sociated hypotheses created from Figures 1 and 2. The
hypotheses H1 is entailed by the premise, H?2 con-
tradicts it, and I/{\S and P/I\4 are neutral.

sures that the hypotheses labels are left unchanged
in the process, resulting in high-quality data.

In addition, we also generated counterfactuals
by swapping the table title and associated expres-
sions in the hypotheses with the title of another ta-
ble, resulting in a counterfactual table-hypothesis
pair, as in the row swapping strategy. Figure 6
shows an example created from the premises in
Figure 1 and Figure 2 by swapping the title rows
Breakfastin America and Bridesmaids. The title
expression in all hypotheses in Figure 1 are also
replaced by Bridesmaids. This strategy also pre-
serves the hypothesis label similar to row swapping.

The above approaches are Label Preserving as
they do not alter the entailment labels. Counter-
factual pairs with flipped labels are important for
filtering out the contribution of artifacts or other
spurious correlations that originate from a hypo-
thesis (see §4). So, in addition, we also created
counterfactual table-hypothesis pairs where the
original labels are flipped. These counterfactual
cases are, however, non-trivial to generate auto-
matically, and are therefore created manually.
To create the Label-Flipped counterfactual data,
three annotators manually modified tables from



Model Original Label Label Prem+Hypo Hypo-Only Datasct
Mean (sidey) | Preserved Flipped C.THP | O-THP oOH —
Train Set (without NEUTRAL) Ypo ram o
Prem+Hypo | 9438050 | 7853045 | 48.7000.12 L1 L] ] 0.00 | 11.43
Hypo-Only 99.945.06) 82.23(0.65) 00.06(9.01 1 1 1 0.00 | 11.79
ay Set (without NEUTRAL) - ] - 357 6.43
Prem+Hyp0 71 '99(0469) 69.65(()‘78) 44.01 (0.72)
Hypo-Only | 608907 | 581900y | 27680065 = — L1 | 4936 |33.12

Table 7: Results of the Hypothesis-only and
Prem+Hypo models on the gold and counterfac-
tual examples.

the T'rain and o1 datasets corresponding to ENTAIL
and ContraDICT labels, producing 885 counter-
factual examples from the Train set and 942
from the «; set. The annotators cross-checked the
labels to determine annotation accuracy, which
was 88.45% for the T'rain set and 86.57% for
the o set.

Results and Analysis We tested both hypothesis-
only and full (Prem+Hypo) models on the
counterfactual examples created above, without
fine-tuning on a subset of these examples. The re-
sults are presented in Table 7 where each cell rep-
resents average accuracy and standard deviation
(subscript) over 100 sets of 80% randomly sam-
pled counterfactual examples. We see that the
(Prem+Hypo) model is not robust to counter-
factual perturbations. On the label-flipped coun-
terfactuals, the performance drops down to close
to a random prediction (48.70% for T'rain and
44.01% for aq). The performance on the label-
preserved counterfactuals is relatively better which
leads us to conjecture that the model largely ex-
ploits artifacts in hypotheses.

Due to over-fitting, the Train set has a larger
drop of 15.85%, compared to only 2.70% on the
a1 set on the label-preserved examples. Moreover,
the drop in performance for both Prem+Hypo and
Hypo-Only models is comparable to their perfor-
mance drop on the original table-hypothesis pairs.
This shows that, regardless of whether the rele-
vant information in the premise is accurate, both
models rely substantially on hypothesis artifacts.
On the Label-Flipped counterfactuals, the large
drop in accuracy could be due to both ambiguous
hypothesis artifacts or counterfactual information.

To disentangle these two factors, we can take
advantage of the fact that the counterfactual ex-
amples are constructed from, and hence paired

Table 8: Performance of the full and hypothesis-
only models on the original and counterfactual
examples. O-THP and C-THP represent original
and counterfactual table-hypothesis pairs; O-Hypo

represents hypotheses from the original data; [

represents correct predictions and [ rkpresents
incorrect predictions.

with, the original examples. This allows us to
examine pairs of examples where the full model
makes an incorrect prediction on one, but not the
other. Especially of interest are the cases where
the full model makes a correct prediction on the
original example, but not on the corresponding
counterfactual example.

Table 8 shows the results of this analysis.
Each row represents a condition corresponding
to whether the full and the hypothesis-only mod-
els are correct on the original example. The two
cases of interest, described above, correspond to
the second and fourth rows of the table. The sec-
ond row shows the case where the full model is
correct on the original example (and not on the
counter-factual example), but the hypothesis-only
model is not. Since we can discount the impact of
hypothesis bias in these examples, the error in the
counter-factual version could be attributed to re-
liance on pre-trained knowledge. Unsurprisingly,
there are no such examples in the training set. In
the ; set, we see a substantial fraction of coun-
terfactual examples (11.79%) belong to this cat-
egory. The last row considers the case where the
hypothesis-only model is correct. We see that this
accounts for a larger fraction of the counterfac-
tual errors, both in the training and the «; sets.
Among these examples, despite the (albeit unfor-
tunate) fact that the hypothesis alone can support
a correct prediction, the model’s reliance on its
pre-trained knowledge leads to errors in the coun-
terfactual cases.

The results, taken in aggregate, suggest that the
model produces predictions based on hypothesis
artifacts and pre-trained knowledge rather than



the evidence presented to it, thus impacting its
robustness and generalization.

7 Inoculation by Fine-Tuning

Our probing experiments demonstrate that the
models, trained on the INFOTABS training set, failed
along all three dimensions that we investigated.
This leads us to the following question: Can addi-
tional fine-tuning with perturbed examples help?

Liu et al. (2019a) point out that poor perfor-
mance on challenging datasets can be ascribed to
either a weakness in the model, a lack of diversity
in the dataset used for training, or information
leakage in the form of artifacts.!! They suggest
that models can be further fine-tuned on a few
challenging examples to determine the possible
source of degradation. Inoculation can lead to one
of three outcomes: (a) Outcome 1: The perfor-
mance gap between the challenge and the original
test sets reduces, possibly due to addition of di-
verse examples, (b) Outcome 2: Performance on
both the test sets remains unchanged, possibly be-
cause of the model’s inability to adapt to the new
phenomena or the changed data distribution, or,
(c) Outcome 3: Performance degrades on the test
set, but improves on the challenge set, suggesting
that adding new examples introduces ambiguity
or contradictions.

We conducted two sets of inoculation experi-
ments to help categorize performance degradation
of our models into one of these three categories.
For each experiment described below, we gen-
erated additional inoculation datasets with 100,
200, and 300 examples to inoculate the origi-
nal task-specific RoOBERTa;, models trained on
both premises and hypotheses. As in the original
inoculation work, we created these adversarial
datasets by sub-sampling inclusively, i.e., the
smaller datasets are subsets of the larger ones. Fol-
lowing the training protocol in Liu et al. (2019a),
we tried learning rates of 1074, 5 x 107, and
1075, We performed inoculation for a maximum
of 30 epochs with early stopping based on the
development set accuracy. We found that with the
first two learning rates, the model does not con-
verge, and underperforms on the development set.
The model performance was best with the learn-
ing rate of 107, which we used throughout the
inoculation experiments. The standard deviation

""Model weakness is the inherent inability of a model (or
a model family) to handle certain linguistic phenomena.
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#Samples o 1o Qs

0 (w/oIno) | 74.88 | 65.55 | 64.94
100 | e 67.44 | 62.17 | 58.51
200 67.34 | 61.88 | 58.61
300 67.24 | 61.84 | 58.62

Table 9: Performance of the inoculated
models on the original INFOTABS test sets.

#Samples \ Original \ Label Preserved \ Label Flipped
Train Set (w/o NEUTRAL)

0 (w/oIno) | 99.44 92.98 53.92
100 | 9724 | 9558 | 71925
200 97.24 95.65 78.75
300 97.24 95.64 78.74
a; Set (w/o NEUTRAL)
0 (w/oIno) | 68.94 69.56 51.48
100 | 6805 | 6567 | 5791
200 68.37 66.29 57.49
300 68.36 66.29 57.49

Table 10: Performance of the inoculated models
on the hypothesis perturbed INFOTABS sets.

over 100 sample splits for all experiments was
<091.

Annotation Artifacts Table 9 shows the per-
formance of the inoculated models on the original
INFOTABS test sets, and Table 10 shows the re-
sults on the hypothesis-perturbed examples (from
84). We see that fine-tuning on the hypothesis-
perturbed examples decreases performance on the
original a1, ae, and ay test sets, but performance
improves on the more difficult label-flipped ex-
amples of the hypothesis-perturbed test set.

Counterfactual Examples Tables 11 and 12
show the performance of models inoculated on
the original INFOTABS test sets and the counterfac-
tual examples from §6, respectively. Once again,
we see that fine-tuning on counterfactual examples
improves performance on the adversarial coun-
terfactual examples test set, at the cost of per-
formance on the original test sets.

Analysis We see that both experiments above
belong to Outcome 3, where the performance im-
proves on the challenge set, but degrades on the
test set(s). The change in the distribution of inputs
hurts the model: we conjecture that this may
be because the RoBERTa; model exploits data
artifacts in the original dataset but fails to do so
for the challenge dataset and vice versa.



#Samples o 9 o)

0 (w/o Ino) 74.88 65.55 64.94
100 | 69.72 | 63.88 | 59.66
200 69.88 63.78 58.89
300 67.34 62.23 57.58

Table 11: Performance after inoculation by
fine-tuning on the original INFOTABS test sets.

#Samples \ Original \ Label Preserved \ Label Flipped
Train Set (w/o NEUTRAL)

0 (w/oIno) | 94.38 78.53 48.70
100 | 9182 | 846l | 5762
200 92.46 84.92 59.43
300 91.08 83.54 63.58
a7 Set (w/o NEUTRAL)
0 (w/oIno) | 71.99 69.65 44.01
100 | 6605 | 7503 | 5040
200 65.86 75.03 50.57
300 65.59 74.23 52.09

Table 12: Performance after inoculation fine-tuning
on the INFOTABS counterfactual example sets.

We expect our model to handle both original and
challenge datasets, at least after fine-tuning (i.e.,
it should belong to Outcome 1). Its failure points
to the need for better models or training regimes.

8 Discussion and Related Work

What Did We Learn? Firstly, through system-
atic probing, we have shown that despite good
performance on the evaluation sets, the model for
tabular NLI fails at reasoning. From the analysis
of hypothesis perturbations (§4), we show that the
model heavily relies on correlations between a hy-
pothesis’ sentence structure and its label. Models
should be systematically evaluated on adversarial
sets like ap for robustness and sensitivity. This
observation is concordant with multiple studies
that probe deep learning models on adversarial
examples in a variety of tasks such as question
answering, sentiment analysis, document classifi-
cation, natural language inference, and so forth.
(e.g., Ribeiro et al., 2020; Richardson et al., 2020;
Goel et al., 2021; Lewis et al., 2021: Tarunesh
et al., 2021).

Secondly, the model does not look at correct
evidence required for reasoning, as is evident
from the evidence-selection probing (§5). Rather,
it leverages spurious patterns and statistical cor-
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relations to make predictions. A recent study by
Lewis et al. (2021) on question-answering shows
that models indeed leverage spurious patterns to
answer a large fraction (60-70%) of questions.

Thirdly, from counterfactual probes (§6), we
found that the model relies on knowledge of pre-
trained language models than on tabular evidence
as the primary source of knowledge for making
predictions. This is in addition to the spurious
patterns or hypothesis artifacts leveraged by the
model. Similar observations are made by Clark
and Etzioni (2016), Jia and Liang (2017), Kaushik
et al. (2020), Huang et al. (2020), Gardner et al.
(2020), Tu et al. (2020), Liu et al. (2021), Zhang
et al. (2021), and Wang et al. (2021b) for un-
structured text.

Finally, from the inoculation study (§7), we
found that fine-tuning on challenge sets improves
model performance on challenge sets but degrades
on the original a1, ao, and a3 test sets. That is,
changes in the data distribution during training
have a negative impact on model performance.
This adds weight to the argument that the model
relies excessively on data artifacts.

Benefit of Tabular Data Unlike unstructured
data, where creating challenge datasets may be
more difficult (e.g., Ribeiro et al., 2020; Goel et al.,
2021; Mishra et al., 2021), we can analyze semi-
structured data more effectively. Although con-
nected with the title, the rows in the table are still
independent, linguistically and otherwise. Thus,
controlled experiments are easier to design and
study. For example, the analysis done for evidence
selection via multiple table perturbation opera-
tions such as row deletion and insertion is possible
mainly due to the tabular nature of the data. Such
granularity and component-independence is gen-
erally absent for raw text at the token, sentence,
and even paragraph level. As a result, designing
suitable probes with sufficient coverage can be
a challenging task, and can require more man-
ual effort.

Additionally, probes defined on one tabular
dataset (INFOTABS in our case) can be easily ported
to other tabular datasets such as WikiTableQA
(Pasupat and Liang, 2015), TabFact (Chen et al.,
2020b), HybridQA (Chen et al., 2020c; Zayats
et al.,, 2021; Oguz et al., 2020), OpenTableQA
(Chen et al., 2021), ToTTo (Parikh et al., 2020),
Turing Tables (Yoran et al., 2021), and Logic-
Table (Chen et al., 2020a). Moreover, such probes



can be used to better understand the behavior
of various tabular reasoning models (e.g., Miiller
et al., 2021; Herzig et al., 2020; Yin et al., 2020;
lida et al., 2021; Pramanick and Bhattacharya,
2021; Glass et al., 2021; and others).

Interpretability for NLI Models For classifi-
cation tasks such as NLI, correct predictions do
not always mean that the underlying model is em-
ploying correct reasoning. More work is needed to
make models interpretable, either through expla-
nations or by pointing to the evidence that is used
for predictions (e.g., Feng et al., 2018; Serrano and
Smith, 2019; Jain and Wallace, 2019; Wiegreffe
and Pinter, 2019; DeYoung et al., 2020; Paranjape
et al., 2020; Hewitt and Liang, 2019; Richardson
and Sabharwal, 2020; Niven and Kao, 2019;
Ravichander et al., 2021). Many recent shared
tasks on reasoning over semi-structured tabular
data (such as SemEval 2021 Task 9 [Wang et al.,
2021a] and FEVEROUS [Aly et al., 2021]) have
highlighted the importance of, and the challenges
associated with, evidence extraction for claim
verification.

Finally, NLI models should be tested on mul-
tiple test sets in adversarial settings (e.g., Ribeiro
et al., 2016, 2018a,b; Alzantot et al., 2018; Iyyer
et al., 2018; Glockner et al., 2018; Naik et al.,
2018; McCoy et al.,, 2019; Nie et al., 2019;
Liu et al., 2019a) focusing on particular prop-
erties or aspects of reasoning, such as perturbed
premises for evidence selection, zero-shot trans-
fer (ag), counterfactual premises or alternate facts,
and contrasting hypotheses via perturbation (as).
Such behavioral probing by evaluating on multi-
ple test-only benchmarks and controlled probes is
essential to better understand both the abilities and
the weaknesses of pre-trained language models.

9 Conclusion

This paper presented a targeted probing study
to highlight the limitations of tabular inference
models using a case study on a tabular NLI task
on INFOTABS. Our findings show that despite good
performance on standard splits, a ROBERTa-based
tabular NLI model, fine-tuned on the existing
pre-trained language model, fails to select the
correct evidence, makes incorrect predictions on
adversarial hypotheses, and is not grounded in pro-
vided evidence—counterfactual or otherwise. We
expect that insights from the study can help in
designing rationale selection techniques based on

structural constraints for tabular inference and
other tasks. While inoculation experiments showed
partial success, diverse data augmentation may
help mitigate challenges. However, annotation of
such data can be expensive. It may also be possi-
ble to train models to satisfy domain-based con-
straints (e.g., Li et al., 2020) to improve model
robustness. Finally, probing techniques described
here may be adapted to other NLP tasks involv-
ing tables such as tabular question answering and
tabular text generation.
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Appendix

In Section 5.1, we defined four types of row-
agnostic table modifications:(a) row deletion, (b)
row insertion, (c) row-value update, and (d) row
permutation and presented the first one there. We
present details of the rest here along with the
respective impact on the o, g, and oy test sets.

Row Insertion. When we insert new informa-
tion that does not contradict an existing table,'?
original predictions should be retained in almost
all cases. Very rarely, NEUTRAL labels may change
to EntaiL or ContraDICT. For example, adding
the Singles row below to our running example
table doesn’t change labels for any hypothesis
except the H4 label (see Figure 1) changing
to ContraDICT with the additional information.

Singles The Logical Song; Breakfast in
America; Goodbye Stranger; Take

the Long Way Home

Figure 7 shows the possible label changes after
new row insertion as a directed labeled graph, and
the results are summarized in Table 13. Note that
all transitions from NEuTRAL are valid upon row
insertion, although not all may be accurate.

Row Update. In case of row update, we only
change a portion of a row value. Whole row value
substitutions are examined separately as compos-
ite operations of deletion followed by insertion.
Unlike a whole row update, changing only a por-
tion of a row is non-trivial. We must ensure that
the updated value is appropriate for the key in
question and also avoid self-contradictions. To
satisfy these constraints, we update a row with a
value from a random table with the same key and
only update values in multi-valued rows. A row
update operation may have an effect on all labels.

12T0 ensure that the information added is not contradictory
to existing rows, we only add rows with new keys instead of
changing values for the existing keys.
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Figure 7: Changes in model predictions after new row
insertion. (Notation similar to Figure 3).

Dataset aq a9 o3 Average
ENTAIL 2.81 | 499 | 2.51 3.44
NEUTRAL 0 0 0 0
ConNTrADICT | 6.77 | 6.54 | 6.35 6.55
Average 3.19 | 3.84 | 2.95 -

Table 13: Percentage of invalid transitions after
new row insertion. For an ideal model, all these
numbers should be zero.

Though feasible, we consider the transitions from
ContraDICT to ENTAIL to be prohibited. Unlike
ENTAIL to CONTRADICT transitions, these transitions
would be extremely rare as values are updated
randomly, regardless of their semantics. For ex-
ample, if we substitute pop in the multi-valued
key Genre in our running example with another
genre, the hypothesis H1 is likely to change to
CONTRADICT.

Since we are updating a single value from a
multi-valued key, the changes to the table are
minimal and may not be perceived by the model.
As aresult, we should expect row updates to have
lower impact on model predictions. This appears
to be the case, as evidenced by the results in
Figure 8, which show that the labels do not change
drastically after update. The results in Figure 8
are summarized in Table 14.

Row Permutation. By design of the premises,
the order of their rows should have no effect on hy-
potheses labels. In other words, the labels should
be invariant to row permutation. However, from
Figure 9, it is evident that even a simple shuffling
of rows, where no information has been tampered
with, can have a notable effect on performance.
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Figure 8: Changes in model predictions after row value
update. (Notation similar to Figure 3).

Dataset aq Qo Qs Average
ENTAIL 0.08 | 0.22 | 0.12 0.14
NEUTRAL 0.12 | 0.11 | 0.09 0.11
ContraDICT | 0.49 | 0.30 | 0.19 0.33
Average 0.23 | 0.21 | 0.13 -

Table 14: Percentage of invalid transitions after
row value update. For an ideal model, all these
numbers should be zero.
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Figure 9: Changes in model predictions after shuffling
of table rows. (Notation similar to Figure 3.)

This shows that the model is relying on row po-
sitions incorrectly, while the semantics of a table
is order invariant. We summarize the combined
invalid transitions from Figure 9 in Table 15.

Irrelevant Row Deletion. Ideally, deletion of
an irrelevant row should have no effect on a
hypothesis label. The results in Figure 10 and in
Table 16 show that even irrelevant rows have an
effect on model predictions. This further illustrates
that the seemingly accurate model predictions are
not appropriately grounded on evidence.

Dataset aq Qo Qs Average
ENTAIL 9.25 | 12.2 14.6 12.02
NEUTRAL 7.1 6.8 12.5 8.79
ConTrADICT | 11.6 8.76 | 13.7 11.36
Average 934 | 926 | 13.6 -

Table 15: Percentage of invalid transitions after
row permutations. For an ideal model, all these
numbers should be zero.
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Figure 10: Change in model predictions after deletion
of an irrelevant row. (Notation similar to Figure 3.)

Dataset aq %) a3 | Average
ENTAIL 5.14 | 6.97 | 6.09 6.07
NEUTRAL 3.9 3.54 | 5.01 4.15
CoNTRADICT | 5.94 | 5.09 | 6.91 5.98
Average 499 | 52 | 6.01 -

Table 16: Percentage of invalid transitions after
deletion of irrelevant rows. For an ideal model,
all these numbers should be zero.

Composition of Perturbation Operations In
addition to probing individual operations, we can
also study their compositions. For example, we
could delete a row, and insert a different row, and
so on. The composition of these operations have
interesting properties with respect to the allowed
transitions. For example, when an operation is
composed with itself (e.g., two deletions), the
set of valid label changes is the same as for the
operation. A particularly interesting composition
is deletion followed by an insertion, since this can
be viewed as a row update. In Figure 11, we show
the transition graph for the composition operation
of row deletion followed by insertion and the
summary of the possible transitions is presented
in Table 17.
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Figure 11: Changes in model predictions after deletion
followed by an insert operation. (Notation similar to
Figure 3.)
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Dataset aq Qo ag | Average
ENTAIL 3.02 | 6.53 | 4.16 4.57
NEUTRAL 0.00 | 0.00 | 0.00 0.00
ConTraDICT | 9.81 | 7.88 | 6.71 8.13
Average 4.28 | 4.80 | 3.63 -

Table 17: Percentage of invalid transitions after
deletion followed by an insertion operation.
For an ideal model, all these numbers should

be zero.
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