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Abstract
We release NTREX-128, a data set for machine
translation (MT) evaluation from English into
a total of 128 target languages. The paper de-
scribes the data creation process and proposes
a quality filtering method based on human eval-
uation. We show experimental results which
confirm that the directionality of test sets trans-
lation indeed plays an important role wrt. the
usefulness of the corresponding metrics’ scores.
Thus, we recommend that the NTREX-128 data
set should be used for evaluation of English-
sourced translation models but not in reverse di-
rection. The test set release introduces another
benchmark for the evaluation of massively mul-
tilingual machine translation research.

1 Introduction

Research on massively multilingual neural machine
translation models requires test data to evaluate the
models’ quality. The creation of such resources is
expensive—especially when one considers test sets
for 100+ languages—so the amount of available
test data is limited. This hinders progress.

While there already exist a few multilingual
benchmark test sets more data will be needed to
boost research efforts. Thus, we follow recent
“open data” approaches undertaken in the field with
this release.

As our research shifted its focus to massively
multilingual models we started collecting test data
for this scenario. We now release this data to the
community as an additional benchmark for the eval-
uation of massively multilingual machine transla-
tion models.

NTREX-128, a data set containing “News Text
References of English into X Languages”, expands
multilingual testing for translation from English
into 128 target languages. Our test data is based
on WMT19 (Barrault et al., 2019) test data and
compatible with SacreBLEU (Post, 2018).

We release NTREX-128 in the hope that it may
be useful for the scientific community.

Data set # of Languages
TICO-19 37
FLORES-101 101
FLORES-200 200

Table 1: Number of supported languages for three multi-
lingual test data sets. Language sets do not fully overlap
and text domains differ across the data sets.

2 Literature Review

Recently, the Conference on Machine Translation
(WMT) has added a shared task on large-scale, mul-
tilingual machine translation. Such tasks require
benchmark data sets for their evaluation. Three
examples of such data are:

- TICO-19 (Anastasopoulos et al., 2020);

- FLORES-101 (Goyal et al., 2021; Guzmán
et al., 2019); and

- FLORES-200 (#NLLB Team, 2022).

Table 1 shows the total number of languages
supported by each of the aforementioned data sets.
We will provide brief descriptions of all three data
sets below.

TICO-19 is a data set released by the “Transla-
tion Initiative for Covid-19”. It was a joint
effort from several partners from academia
and industry. The benchmark includes 30 doc-
uments (3,071 sentences, 69.7k words) trans-
lated from English into 37 target languages.

FLORES-101 is a data set released by Meta AI
researchers. It includes 842 documents (3,001
sentences) translated from English into 101
target languages.

FLORES-200 extends the above data set to a total
of 200 target languages. It is based on the
same English source data as FLORES-101.
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3 Data Set

3.1 Creation Process

To produce this data set we sent out the original
English WMT19 (Barrault et al., 2019) test set
(‘newstest2019‘) to professional human translators.
This work started after the release of the WMT19
test data and continued in parallel to our work on
new translation models since then. Translators did
have the full document context available but we do
not know if (or to which degree) they have used
this information.

3.2 Quality Assurance

Test data has to be of a high-enough quality level
to be useful. We specified two main requirements:
1) we require translations which are performed by
native speakers of the respective target language
who are bilingual in English; and 2) reference trans-
lations should not be created based on post-editing
MT output.

Our translation provider, as part of their transla-
tion process, performed quality assurance before
delivery of the test set files. Upon receipt of the
files we then sent them out to human evaluation
via source-based direct assessment (src-DA), as im-
plemented in the Appraise framework (Federmann,
2018). To avoid potential bias, annotation work
was performed by an independent vendor.

As the result of the human evaluation process,
we obtain segment-level quality scores based on the
assessment of bilingual annotators who are native
speakers of the respective target language. Scores
range from 0 − 100 and express the ‘quality of
the semantic transfer’ between source and target
language. This focuses more on adequacy than on
fluency but, based on previous research findings,
we consider this an acceptable trade-off.

Segments with scores < 25 are deemed defec-
tive, while any score in the [25, 50) range is con-
sidered suspect. We return any segments with a
score < 50 to the translation vendor for repairs.
We have found that this method allows us to check
quality for all translated segments; it scales well to
thousands of segments with acceptable cost. As a
side effect we have observed an increased level of
quality control on the translation provider’s side as
they have understood that we will routinely verify
their translation output for the full data sets, instead
of random samples.

3.3 Avoiding post-edited reference output
Reference-based evaluation metrics, by design,
have an inherent problem with reference bias. Even
when dealing with professional translators there is
a chance that reference translations may have been
created by post-editing machine translation output.
This is a problem for two reasons: First, it gives
the respective MT system an unfair advantage in
competitive evaluations. Second, it means that the
reference translations are not independently pro-
duced anymore and, thus, may be of inferior quality
compared to human translation from scratch.

4 Statistics

The NTREX-128 benchmark includes 123 docu-
ments (1,997 sentences, 42k words) translated from
English into 128 target languages. More details are
available in Appendix C.

5 Experiments

Based on the recent success of embedding-based,
automatic evaluation metrics such as COMET (Rei
et al., 2020), we run an experiment with the
NTREX-128 data set in which we compare
COMET-src scores for the authentic translation
direction against the scores obtained in the reverse
direction. As a secondary concern we investigate
how COMET-src behaves for languages which it
has not been trained on.

6 Results

We make the following observations:

- using COMET-src for quality estimation of
test data is possible but limited as score ranges
are non-comparable across language pairs;

- a sizable subset of languages sees COMET-src
scores on translationese input scored higher
than the corresponding authentic source data;

- while relative comparisons of COMET-src
scores work for all language pairs there ex-
ists a subset of languages for which the scores
appear broken. We suggest that this may be
related to the fact COMET has never seen any
training data examples for these languages.

See the RESULTS file in our repository for more
details. As our main focus lies in the release of the
NTREX-128 data set, we leave the further investi-
gation of these points for future work.
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7 Conclusion

We have presented our work on NTREX-128, a
data set which contains 128 reference translations
of the English ‘newstest2019‘ test set originally
released as part of WMT19. We intend to make it
available as part of SacreBLEU. The test data will
be released in the hope that it may be useful for the
scientific community.
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C List of languages

The NTREX-128 data set covers the following set
of 128 languages or language variants:

Afrikaans, Albanian, Amharic, Arabic, Azer-
baijani, Bangla, Bashkir, Bosnian, Bulgarian,
Burmese, Cantonese, Catalan, Central Kurdish,
Chinese, Chuvash, Croatian, Czech, Danish, Dari,
Divehi, Dutch, English, Estonian, Faroese, Fi-
jian, Filipino, Finnish, French, Galician, Geor-
gian, German, Greek, Gujarati, Haitian Creole, He-
brew, Hindi, Hmong, Hungarian, Icelandic, Indone-
sian, Inuinnaqtun, Inuktitut, Irish, isiZulu, Italian,
Japanese, Kannada, Kazakh, Khmer, Kiswahili,
Korean, Kurdish, Kyrgyz, Lao, Latvian, Lithua-
nian, Macedonian, Malagasy, Malay, Malayalam,
Maltese, Māori, Marathi, Maya, Yucatán, Mon-
golian, Nepali, Norwegian, Odia, Otomi, Queré-
taro, Pashto, Persian, Polish, Portuguese, Pun-
jabi, Romanian, Russian, Samoan, Serbian, Slo-
vak, Slovenian, Somali, Spanish, Swedish, Tahitian,
Tajik, Tajiki, Tamil, Tatar, Telugu, Thai, Tibetan,
Tigrinya, Tongan, Turkish, Turkmen, Ukrainian,
Upper Sorbian, Urdu, Uyghur, Uzbek, Vietnamese,
Welsh.

Note that the total count of language names
is less than 128 as there are some languages for
which we support multiple scripts or variants. For
detailed information on language codes, see the
LANGUAGES file in our repository, which is the
most up-to-date version of this list.
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