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Abstract

This paper describes the submission of our mul-
tilingual NLP model performance evaluation
system for the SUMEval 2022 shared task, a
system for predict the performance of a model
on a set of target languages. The system is
based on the LITMUS model (Srinivasan et al.,
2022), with the addition of 3 new features and
model ensembling. Experimental results show
that our system obtains a significant improve-
ment than the baseline on both the test set and
the surprised test set. Our system has achieved
a 11% MAE reduction on the test set and is the
best-performing submission on the surprise test
set with 17% MAE reduction compared to the
baseline. !

1 Introduction

Large multilingual models like mBERT (Devlin
et al., 2019), TULRv6 (Microsoft, 2020) and XLM-
R (Conneau et al., 2020) are becoming more pop-
ular as the foundation of NLP systems that can
be used on more than 100 languages. However,
most of the languages used in the evaluation of
such massively multilingual models are still mostly
high-resource ones. A large number of mid- to
low-resource languages are not even used as part
of the pre-training stage of dearth of unlabeled or
labeled data. In addition, training and fine-tuning
these large models to evaluate their performance
for different combinations of tasks and languages is
computationally very expensive. An alternate solu-
tion has been provided by making meta-models that
can predict performance of multilingual NLP mod-
els without running the computationally expensive
experiments.

Our submission for the SUMEval 2022 shared
task focuses on improving the baseline perfor-
mance of the LITMUS model by adding different
features to the existing ones and using ensembling

'Our code is available at https://github.com/
syedasabrina/GMU_SumEval_litmus.git.
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to improve the performance over the unlabeled test
and surprise datasets. Our results show that our
method is more effective than the baseline in pre-
dicting the performance in the evaluation for an
existing as well as unseen set of languages for vari-
ous settings. In fact, our system ensemble achieves
the lowest error for the surprise language test set
among the systems submitted to the shared task.

The organization of the rest of the paper is as
follows. Section 2 presents the system description
of our submitted predictor model. We present eval-
uation results and perform additional analyses on
the SUMEval 2022 datasets in 3 and 4 respectively.
We briefly discuss related works in Section 5, and
Section 6 presents ideas for further expansion in
future work.

2 System Description

Our system is built on top of the baseline LITMUS
model (Srinivasan et al., 2022). We first describe
briefly this baseline model (§2.1) and then discuss
the additional features we use (§2.2). Our best
submission consisted of an ensemble of models
described in §2.3. From here on, we will be using
the terms target language to indicate the language
on which the fine-tuned model is evaluated (and
whose performance we are trying to predict), and
pivot language to indicate the language on which
the model is fine-tuned.

2.1 The LITMUS Model

The LITMUS predictor is an Al assistant for pre-
dicting the performance of a multilingual language
model like XLMR and mBERT on an NLP task
without labeled test data and providing an esti-
mated amount of labeled data needed to achieve
the predicted performance for a set of known/un-
known languages. The tasks that they focused on
are XNLI (Conneau et al., 2018, natural language
inference), UDPOS (Silveira et al., 2014, part-of-
speech tagging) or WikiANN (Pan et al., 2017,
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named entity recognition). The system introduces
a set of factors that may influence zero-shot perfor-
mance of a multilingual model. These features are
largely based on the properties of the models:

Size of Pre-training-data is the log of the size
of the pre-training corpus per language.

Typological Features capture the similarities
based in hand-crafted features inspired by linguis-
tic typology. The typological features for each
languages are collected from the WALS database
(Dryer and Haspelmath, 2013).

Type overlap with pivot language is a metric
that signifies the overlap between the vocabulary of
the target language and the vocabulary of the pivot
language.

Distance from Pivot Language: is a metric sig-
nifying the distance between the target language
and the pivot language. This metric is measured
using lang2vec (Littell et al., 2017) that con-
tains feature vectors for language features such as
syntax phonology etc from WALS, SSWL and Eth-
nologue.

These features are used as an input to an
XGBoost (Chen and Guestrin, 2016) regressor
predictor model after converting them to a [0, 1]
range using min-max normalization. The regressor
is trained with a learning rate of 0.1, max depth of
10, squared error as the loss function and number
estimators of 100 and the error is measured using
Mean Absolute Error (MAE).

The evaluation is done under two settings based
on the assumption of the availability of labeled test
data for a particular target language. The labeled
test data is considered unavailable by making the
target language not appear in any of the training
instances. The MAE of performance predictions
across targets has been reported as 0.61%, 0.89%
and 0.85% respectively for UDPOS, XNLI and
WikiANN when the labeled test data is available
and 8.08%, 4.62% and 9.93% when the labeled
data is not available.

2.2 Added Features

We have added 3 new features to adapt the LIT-
MUS model to our task-at-hand. Beyond the addi-
tional features, we also train the predictor across all
tasks and models (as opposed to training a separate
model for each task or MLLM). The added features
are described below:
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Fine-tuning Feature: The baseline LITMUS
model handles multi-pivot settings by adding 2p ad-
ditional pivot features (capturing pivot-target over-
lap) for each of the p pivot languages present in the
fine-tuning mix. However, under the shared task’s
settings, one could have different sizes on the com-
binations of fine-tuning languages with different
data sizes used for finetuning. Hence, we decided
to introduce a fixed-size “fine-tuning feature" to
the LITMUS model, which is calculated using the
following equation:

F=L'%

where F' = Fine-tuning mix feature, L = embed-
ding created for each target language from WALS
database (Dryer and Haspelmath, 2013) (similar to
the ones already used by LITMUS) and 5 = data
size for each target language to fine-tune the model.
Essentially, we compute a single feature, which is
the weighted average of the pivot-target overlaps,
with the weights being proportional to the amount
of data per language in the finetuning mix.

Presence of Target Language in Pre-training:
This is a binary feature that indicates if the target
language has previously been seen by the model in
the pre-training phase.

Target Language Writing Scripts: According
to previous works (Muller et al., 2020; Pfeiffer
et al., 2020) pre-trained models have been shown
to behave differently depending on the language’s
script. Hence, we have added the information about
the writing scripts for the target languages as a
feature. For all the languages that are being used in
the systems, we have curated a list for all of their
writing scripts based on information from van Esch
et al. (2022). Note that for each script we have a
binary feature depending on the script’s usage from
each language. Also note that some languages may
use multiple scripts, e.g. Hindi both in Devanaghari
script and romanized (using Latin script) were used
in pre-training of XLM-R. Also note, though, that
even though the resource of van Esch et al. (2022)
may list multiple scripts for a language, it is not
necessarily true that all such data are present in the
pre-training or finetuning. We leave such changes
to "cleanup" these features for future work.

Training the predictor across all tasks and mod-
els: The LITMUS baseline is trained separately
for 4 different tasks (UDPOS, WikiANN, XNLI,
QA) and for 2 different multilingual models (T-
ULR and XLMR). For individual tasks, the predic-
tor is trained on task specific datasets. We have



trained the predictor on all datasets available for
all tasks and models combined, using additional
categorical features denoting the task and the MLM
being modeled.

2.3 Ensemble Learning

Ensembling means combining the predictions from
multiple regressors, which in principle should pro-
vide better predictive performance. For this task,
we have combined the predictions of two differ-
ent regressors (XGBoost and MLPRegressor)
trained with the additional features on the com-
bined models and combined tasks setting. Though
it had a lesser impact on the test set, emsembling
significantly improves accuracy on the surprise test
set.

3 Evaluation Results

In this section, we are going to analyze the re-
sults of the experiments carried out for differ-
ent test datasets. We have submitted 3 dif-
ferent systems for each test set and the per-
formance is measured on Mean Absolute Error
(MAE) and Root Mean Square Error (RMSE).
They are the all_tasks_combined system,
the all_task_and_models_combined sys-
tem, and the ensemble system which are going to
be referred as GMU-Task, GMU-Task+Model,
and GMU-Ensemble from here onwards. The re-
sults for the test set and the surprised set for all 3 of
these models are discussed in Sections 3.1 and 3.2
respectively.

3.1 Test Set Results

Based on official leaderboard results, the
overal RMSE for the GMU-Task, the
GMU-Task+Model and the GMU-Ensemble
are 0.016, 0.016 and 0.023 and the MAE is 0.030,
0.030, 0.035. This indicates that the ensemble does
not help much in improving the overall accuracy
of the system. Training across all models (with
the GMU-Task+Model) on top of across tasks
does not improve over just training across tasks;
this indicates that the performance of one model
cannot be useful for explaining the performance of
another model, at least not using the features we
use.

Table 1 provides a breakdown of performance for
the systems per task/dataset and language model.
Based on the results we make the following obser-
vations:
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e For UDPOS and WikiANN task, our
GMU-Task model compares the most with
the baseline model. The MAE and RMSE
scores are on par between the two models.

* for the XNLI task, the baseline outperforms
our best system GMU-Task by a large mar-
gin, a 78.57% MAE reduction for the XLMR
model, and a smaller 13.33% MAE reduction
for the T-ULR model over our system.

* For the QA task, our models significantly out-
performs the baseline for both XLMR and
T-ULR models. The GMU-Ensemble Sys-
tem has an 85.3% MAE improvement for
the XLMR model over the baseline. Our
GMU-Task System has a 93.62% of MAE
improvement over the baseline for the T-ULR
model.

* On average, our GMU-Task system has
achieved a 76.47% MAE reduction for T-ULR
model over the baseline while being on par
with the average MAE of the baseline for the
XLMR model. Hence, the GMU-Task sys-
tem has an overall MAE reduction of 11%
over baseline. Our improvement is attributed
to the large improvement on the QA task.

Amongst all our submitted models, the
GMU-Task system has the better performance nu-
merically. However, GMU-Task+Model system
is not very far off. These two models have very
similar values of MAE and RMSE across tasks and
models. The GMU-Ensemble has shown the best
performance for the QA task for the XLMR but
due to its comparatively poor performance over
the other tasks, its average performance is poor
amongst all systems.

3.2 Surprise Test Set Results

A surprise test set was available for the UD-
POS, WikiANN, and XNLI tasks. Based on
public leaderboard results, the overall RMSE for
the GMU-Task, the GMU-Task+Model and the
GMU-Ensemble are 0.10, 0.099 and 0.099, with
the MAE at 0.080, 0.082, 0.073. This indicates that
emsembling can raise the overall accuracy of the
system on unseen languages and settings.

Table 2 presents a score breakdown as before.
We summarize some interesting observations be-
low:

e Similar to the test set, for the UDPOS task

baseline outperforms our best system by
40.9% MAE reduction.



UDPOS WikiANN XNLI QA Average
Model MAE RMSE | MAE RMSE | MAE RMSE | MAE RMSE | MAE RMSE

Baseline (as provided by the organizers)

XLMR 0.005  0.009 | 0.017 0.033 | 0.003 0.004 | 0.375 0.376 | 0.015 0.043
T-ULR - - - - 0.026 0.037 | 0.345 0349 | 0.119 0.194
Combining All Tasks: GMU-Task

XLMR 0.009 0.014 | 0.019 0.034 | 0.014 0.029 | 0.104 0.130 | 0.015 0.030
T-ULR - - - - 0.030 0.040 | 0.022 0.034 | 0.028 0.038
Combining All Tasks+Models: GMU-Task+Model

XLMR 0.009 0.013 | 0.020 0.035 | 0.017 0.032 | 0.081 0.098 | 0.016 0.029
T-ULR - - - - 0.030  0.041 | 0.037 0.051 | 0.032 0.044

Ensembling: GMU-Ensemble

XLMR 0.021  0.032 | 0.024 0.037 | 0.015 0.021 | 0.055 0.068 | 0.023  0.035
T-ULR - - - - 0.032 0.042 | 0.042 0.050 | 0.034 0.045

Table 1: Results on the test data. Our models significantly outperform the baselines for the QA task (both models),
and perform largely on par for almost all other tasks and models. We highlight the best performing model per task.

UDPOS WikiANN XNLI Average
Model MAE RMSE | MAE RMSE | MAE RMSE | MAE RMSE
Baseline (as provided by the organizers)
XLMR 0.044 0.059 | 0.135 0.164 | 0.017 0.020 | 0.090 0.124
T-ULR - - - - 0.026 0.028 | 0.025  0.027
Combining All Tasks: GMU-Task
XLMR 0.070  0.088 | 0.090 0.116 | 0.062 0.080 | 0.080 0.101
T-ULR - - - - 0.083 0.099 | 0.079 0.094
Combining All Tasks+Models: GMU-Task+Model
XLMR 0.082 0.101 | 0.080 0.099 | 0.057 0.072 | 0.083  0.100
T-ULR - - - - 0.050 0.060 | 0.055 0.066
Emsembling: GMU-Ensemble
XLMR 0.062 0.081 | 0.086 0.115 | 0.034 0.040 | 0.074  0.100
T-ULR - - - - 0.027 0.033 | 0.026 0.032

Table 2: Results on the Surprise Test dataset. The baseline model is the best for the UDPOS and XNLI tasks,
while out GMU-Task+Mode is the best for WikiANN. Note though that our GMU-Ensemble is the best general
solution, performing the best across tasks on average.

* For the WikiANN task, our being on the same level for the T-ULR model.
GMU-Task+Model has a 40.74% of Amongst the three submitted systems, the
MAE reduction over the baseline. GMU-Ensemble performs the best for the

* The baseline has an improvement of 50%  given dataset for the UDPOS and XNLI tasks
over our GMU-Ensemble for the XNLI task ~ for both XLMR and T-ULR model. How-
and XLMR model. However, for the T-ULR  ever, the GMU-Task+Model outperforms the
model, the performance are on par with each  GMU-Ensemble for the WikiANN task. From the
other. discussion above we can conclude that ensembling

* On average, the GMU-Ensemble has predictions technique can better the performance
achieved an overall 17% MAE reduction over  of the LITMUS model for the surprise test set.
baseline making it the best general solution,
performing the best across tasks on average. 4 Analysis
This improvement can be attributed to the av-
erage performance of the system being greater
than the baseline for the XLMR model and

We have performed various analyses, choosing to

focus on the surprise test set and the performance

of our best-performing GMU-Ensemble model.
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Task Model | Config Lang MAE
UDPOS XLMR | Diff | Galician | 0.033
UDPOS XLMR | Same | Galician | 0.026
WikiANN | XLMR | Diff | Gujarati | 0.027
WikiANN | XLMR | Same | Gujarati | 0.020
XNLI T-ULR | Diff Bengali | 0.017
XNLI T-ULR | Same | Marathi | 0.016
XNLI XLMR | Diff | Panjabi | 0.015
XNLI XLMR | Same | Panjabi | 0.013

Table 3: Lowest MAE’s for languages across tasks. We
can see for XLMR model, we get the lowest MAE’s for
the same languages across tasks regardless of config-
urations. Also, the same configuration data has better
performance(highlighted) as the languages are seen by
the models during pretraining.

AbsoluteError by dataset @ litmus-surprise-baseline
GMUNLP_sub6_ensembling

0.8
0.6
0.4

0.2

087 .
WikiANN

0.8714 0.b62

UDPOS XNLI

Figure 1: MAE per task for surprise dataset. The
GMU-Ensemble performs better overall. They have
similar trend of values across tasks.

Semantic vs Syntactic Tasks According to the
authors (Srinivasan et al., 2022), for the baseline
LITMUS model, the predictor relies mostly on
the pretraining data size feature for the semantic
task and on the typological features and overlap
between the language feature for the syntactic task.
Figure 1 presents the MAE per task for the baseline
and the GMU-Ensemble system. The baseline
model has the best MAE score for the XNLI task,
which is a semantic task and the other 2 tasks which
are both syntactic tasks, has poor MAE compared
to XNLI. The same trend of the MAE score is also
followed by the GMU-Ensemble system attribut-
ing to the similar feature importance concept of the
baseline model.

Performance per Language We also observe
large variability in the performance of the
GMU-Ensemble model across languages and
datasets. Figure 2 presents a breakdown of the
MAE on surprise tests per target language. The
Oriya language has the highest MAE for the
WikiANN task. Amongst all the tasks the XNLI
task has the lowest MAE for the Panjabi language.
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The error ranges from 0.013 to 0.246.

Table 3 catalogs the languages with the lowest
MAE:s for each tasks and their configurations. Test
configurations that are the same as the ones seen
during training for each task almost always lead to
lower MAE value than the test sets containing sur-
prise languages as well as new configurations. The
values reflect the common observation that the mod-
els will perform better if the target language has
been seen by the model in the pre-training and/or
finetuning step. his may also provide a supporting
argument for works that promote an equitable allo-
cation of data labeling across languages for multi-
lingual models, e.g. Debnath et al. (2021). Also, it
should be noted that regardless of the configuration,
we obtain the lowest MAEs for the same languages
per task (e.g. for UDPOS with XLLMR the lowest
MAE under both seen and unseen configurations
is for Galician). The only exception is the combi-
nation of XNLI with the T-ULR model for Bengali
and Marathi. For the XNLI T-ULR Same Con-
figuration test set, we get 0.037 and 0.016 MAE
scores and for the XNLI T-ULR Different Configu-
ration test set we get 0.012 and 0.039 MAE scores
for Bengali and Marathi respectively. The values
are completely reverse of each other. This trend
is consistent with other languages for these two
datasets. The languages we get the lowest values
for the XNLI T-ULR Same Configuration test set
are the ones for which we get the highest values for
the XNLI T-ULR Different Configuration test set,
which is an interesting observation.

5 Related Work

Lin et al. (2019) first explored how to determine
which high-resource transfer language can be used
to maximize performance in a lower-resource tar-
get language in a traditional cross-lingual trans-
fer learning scenario. Given the experimental set-
tings as input, Xia et al. (2020) introduced the per-
formance prediction task for simple cross-lingual
transfer settings, constructing regression models
that are similar to our system to predict the eval-
uation outcome of an NLP experiment. Experi-
menting on nine different NLP tasks, the study dis-
covered that the predictors can make meaningful
predictions over unknown languages and different
modeling architectures, outperforming baselines
and human expert predictions. Ye et al. (2021) then
discussed how the task of estimating a system’s
performance without running the computationally



0.175

0.150
5 0.125 5
H &
i @
£ 0.100 g
3 2
2 2
2 2
£ 0075 <
g g
= =
0.050
0.025
0.000
be ca ¢ da ga gd gl hy It v no pl ro sk sl be ca ¢ da ga gd gl hy It v no pl ro sk sl
Target Languages Target Languages
(a) UDPOS XLMR surprise langs diff config (b) UDPOS XLMR surprise langs same config
0.25 0243 0.25 0.246
0.206
020 0.188 0.20 0.190
0.179
E § 0.169 0.167
o 0.154 5
g 0.15 0136 o118 g 0.15
° 0.127 2
2 2
2 2
£0.10 £0.10
H H
= =
0052 0,050 2057 060
0.05 0042 0.040 41 0042 0043 0.05
0.036 0,027 0.029 0.038 026, 0.035 . 0025 0.031 0.037 0031 0025 0.038

am as gd gu km kn ku ky mg ne or pa ps sd si so su am as gd gu km kn ku ky mg ne or pa ps sd si so su

Target Languages Target Languages

(c) WikiANN XLMR surprise langs diff config (d) WikiANN XLMR surprise langs same config

0.05 T0AY

Mean Absolute Error
Mean Absolute Error

as bn qu kn mi mr or pa ta te as bn qu kn mi mr or pa ta te
Target Languages Target Languages

(e) XNLI TULRv6Large surprise langs diff config  (f) XNLI TULRv6Large surprise langs same config

0.08 0.078

Mean Absolute Error
Mean Absolute Error

as bn qu kn ml mr or pa ta te as bn qu kn mil mr or pa ta te

Target Languages Target Languages

(g) XNLI XLMR surprise langs diff config (h) XNLI XLMR surprise langs same config

Figure 2: Mean Absolute Errors for the surprise test set broken down by target language. Same languages have
lower MAE:s across tasks. The XNLI T-ULR dataset has the lowest MAEs for different Languages.
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expensive experiments may aid in estimating per-
formance of a language model for new datasets/lan-
guages. The study explores approaches for the reli-
ability analysis of performance prediction models
after examining the effectiveness of several such
performance prediction models on four common
NLP tasks.

6 Conclusion

In this paper we describe the GMU team submis-
sion for SUMEval 2022 shared task. Our system
has extended the LITMUS model by including new
features, combining data for training and using en-
sembling techniques that has improved the overall
predictions for the test set.
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