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Abstract

This paper describes models developed for the
Social Media Mining for Health 2022 Shared
Task. We participated in two subtasks: classifi-
cation of English tweets reporting adverse drug
events (ADE) (Task 1a) and extraction of ADE
spans in such tweets (Task 1b). We developed
two separate systems based on the TS5 model,
viewing these tasks as sequence-to-sequence
problems. To address the class imbalance, we
made use of data balancing via over- and under-
sampling on both tasks. For the ADE extraction
task, we explored prompting to further benefit
from the T5 model and its formulation. Addi-
tionally, we built an ensemble model, utilizing
both balanced and prompted models. The pro-
posed models outperformed the current state-
of-the-art, with an F1 score of 0.655 on ADE
classification and a Partial F1 score of 0.527 on
ADE extraction.

1 Introduction

This paper describes the models developed for
the classification and extraction of Adverse Drug
Event (ADE) mentions in English tweets (Tasks
la and 1b) in the Social Media Mining for Health
(SMM4H) 2022 Shared Task (Weissenbacher et al.,
2022). We viewed the ADE classification and ex-
traction tasks as sequence-to-sequence problems
and fine-tuned the Text-to-Text Transfer Trans-
former (T5) model (Raffel et al., 2019), which is
a pretrained model where the input and the output
are both represented as text rather than class labels
or spans.

Observing a significant class imbalance in the
training data, we made use of over- and undersam-
pling to balance out positive and negative class
instances. After this operation, with an equal num-
ber of positive and negative instances (1:1 ratio),
we obtained an 8% improvement in F1 score for
ADE classification, and a 2.2% improvement in

*Equal contribution: order determined by a coin flip.
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Strict F1 score for ADE extraction, showing the
power of a balanced class distribution.
Prompt-based learning, or prompting is a method

where the input and output text is modified with
a string template such that training resembles lan-
guage model training, where the model fills out
missing information (finds the label) (Liu et al.,
2021). We have made use of prompting for the
ADE extraction task with three different templates,
obtaining higher partial, but lower strict F1 scores
compared to raw and balanced models. In the end,
we have also put together the strengths of our bal-
anced and prompted models in ensemble for the
ADE extraction task.

2 Methodology

2.1 Data and Preprocessing

The task organizers provided the second version of
the dataset presented in (Magge et al., 2021; Weis-
senbacher et al., 2022). For both tasks, we split the
training data into a training set and a development
set with a 80:20 ratio and used the validation set
provided by the organizers to evaluate the models.
We cleaned tweets with preprocessor library!
and converted emojis to their text aliases using
emo7i library?.

2.2 Model

In this work, the T5 model suggested by Raffel et
al. (Raffel et al., 2019) is employed for ADE classi-
fication and extraction. This is an encoder-decoder
model pre-trained on multiple tasks, whose archi-
tecture resembles that of the original Transformer
(Vaswani et al., 2017), and the pre-training objec-
tive is to reconstruct randomly corrupted spans.
The model can be fine-tuned on multiple tasks by
adding a task-denoting prefix in front of the input
text, such as "assert ade", or "ner ade". We fine-
tuned the TS5 model separately for the ADE clas-

"https://github.com/s/preprocessor
Zhttps://github.com/carpedm20/emoji
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sification and extraction tasks with raw, balanced
(over- and undersampled) and prompted datasets.

2.3 Data Balancing

Only 7.06% of the tweets in our training set con-
tained ADE mentions (positive instances). To
eliminate this imbalance between positive (ADE)
and negative (noADE) instances, we oversampled
the 982 ADE tweets up to 6463, and undersam-
pled the 12926 noADE tweets by half using the
imbalanced-learn library (Lemaitre et al.,
2017), such that there’s a 1:1 ratio. As a sec-
ond approach, we once again oversampled the 982
ADE tweets up to 6463, and used all of the noADE
tweets, obtaining a 2:1 (noADE:ADE) ratio.

2.4 Prompting

Prompting is a method where templates are applied
to input and output text for prediction tasks, so that
the probability of text can directly be modeled (Liu
et al., 2021). This method shows useful in low-
resource scenarios with few labeled data (Schick
and Schiitze, 2021; Gao et al., 2021). Since there
are only 982 instances of ADE mentions in the
training set, we explored prompting for the ADE
extraction task where the goal is to identify ADE
mentions in tweets. To this end, we used three
templates illustrated in Table 1 to transform data.

2.5 Ensemble Modeling

In neural network training, a change in seed, initial-
ization of parameters or a slight change in the train-
ing set alters the outcome of the model. Therefore,
we ensembled the predictions of our ADE extrac-
tion models, such that the strengths and weaknesses
of the models can be compensated by each other.
We first applied majority voting and chosen the
span predicted at least half of the models for each
tweet if there exists such a span. We combined
the predictions of different models for the rest of
tweets by taking the intersection of the predicted
spans.

2.6 Implementation Details

We adapted the implementation® of Raval et al.
(2021), and fine-tuned the TS5 model separately for
the classification and extraction tasks. Our mod-
els were trained on a single 12 GB GPU for 12
epochs. We took the maximum sequence length
as 130, and batch size as 16. We made use of the
AdamW optimizer (Loshchilov and Hutter, 2019)

3https://github.com/shivamraval98/MultiTask-T5_AE
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with an initial learning rate of /e-4. The source
code is available at https://github.com/
gokceuludogan/boun—-tabi-smm4h22.

3 Results
3.1 Task 1a: ADE Classification

Model Precision Recall F1

Raw data 0.75 0.69 0.72
Balanced data (1:1 ratio) 0.75 0.86 0.80
Balanced data (2:1 ratio) 0.73 0.86 0.79

Table 2: Comparison of models on ADE classification
task (i.e. Task 1a) on the validation set

Table 2 presents the performance of different mod-
els on the validation set with respect to precision,
recall and F1 metrics for the ADE class. Unsurpris-
ingly, the models with balanced data outperform
the model trained on raw data where tweets men-
tioning ADEs are rare. The model trained on the
balanced data with 1:1 positive/negative ratio per-
formed the best with an F1 score of 0.80 on the val-
idation set. This model was then used to produce
predictions for our official submission. Our model
obtained higher scores compared to the mean of
all submissions across metrics and achieved the
state-of-the art result exceeding the performance
reported in Magge et al. (2021) (see Table 3).

Model Precision Recall F1

Our model 0.688 0.625 0.655
Mean 0.646 0.497 0.562
Magge et al. (2021) 0.61 0.64 0.63

Table 3: Comparison of our model with the mean of
all submissions and the state-of-the-art (Magge et al.,
2021) on ADE classification task (i.e. Task 1a) on the
test set.

3.2 Task 1b: ADE Extraction

Results for the ADE extraction task on the valida-
tion set are reported in Table 4. The models are
evaluated with two metrics, Strict F1 score where
only perfect matches are considered as true matches
and Partial F1 score in which partial matches (i.e.
overlapping spans) are also taken into account. The
models trained with balanced data achieved the best
Strict F1 scores, yet they lag behind all prompting
models in terms of Partial F1 score. The high-
est score in Partial F1 metric is obtained with the


https://github.com/gokceuludogan/boun-tabi-smm4h22
https://github.com/gokceuludogan/boun-tabi-smm4h22

Templates Input Output
T1 f(?AI?)E Is there a negative drug effect in : [X] "[FYh]e;eS: ?sg’etg:tri]\:;ziisi sz:z ffect.
T2 :c])DAFI)E Did the patient suffer from a side effect? [X] ;Zi’t;lh: ;) ai?eerﬁt gllzg?tr zif?e(;r?r([)zl].a side effect.
e i:?i)E [X] Did the patient suffer from a side effect? Ii{lf)s,’tglee[?ai;ieer?tt(isilzii?tr zifg;nfqr([)i].a side effect.

Table 1: Prompting templates for the ADE extraction task given input [X] and output ADE span [Y]. T1, T2 and T3

denote Templates 1, 2 and 3.

Model Partial F1 Strict F1
Raw data 0.605 0.481
Balanced data (1:1) 0.612 0.503
Balanced data (2:1) 0.639 0.482
Prompt/T1 0.636 0.424
Prompt/T2 0.662 0.408
Prompt/T3 0.638 0.393
Ensemble 0.657 0.500

Table 4: Comparison of models on ADE extraction task
(i.e. Task 1b) on the validation set

model using the second prompt template. How-
ever, this model’s Strict F1 score is significantly
lower than the best performing model (0.408 vs
0.503). The ensemble model addressing the perfor-
mance gap between the best models with respect
to Strict F1 and Partial F1 metrics combined the
predictions of Balanced data (1:1) and Prompt/T2,
and obtained the second best score across metrics.
Observing the success of the ensemble model on
both overlapping and strict metrics, we used its pre-
dictions as our official submission to Task 1b. As
seen in Table 5, the model beats the state-of-the-art
(Magge et al., 2021) with respect to Partial Recall
and F1 metrics as well as obtaining significantly
higher strict scores than the average of all official
submissions on the test set. Yet, its Partial F1 score
was at par with the other submissions, suggesting
that our model achieves acceptable results for over-
lapping spans, but the strength of our model lies
rather in its detection of perfect spans.

3.3 Analysis

We analyzed the performance of our submissions
on the validation set provided by the organizers.
We observed that our ADE classification model,
trained on the balanced data with 1:1 ratio, per-

Model Partial Strict

P R F1 P R F1
Our model 0.507 0.549 0.527 0.384 0.412 0.398
Mean

0.539 0517 0.527 0.344 0.339 0.341

Magge et al. (2021) 0.53 038 044 - -

Table 5: Comparison of our model with the mean of
all submissions and the state-of-the-art (Magge et al.,
2021) on ADE extraction task (i.e. Task 1b) on the test
set. P and R denote precision and recall, respectively.

formed fairly well in detecting ADE mentions with
56 correct predictions out of 65 ADE mentions.
However, the model also made 19 incorrect ADE
predictions (i.e. false positives). Similar results
were also observed in our ensemble ADE extrac-
tion model. The model predictions included a lot
of false positives (42) in contrast to relatively few
false negatives (14).

4 Conclusion

In this study, we applied the TS model and its prob-
lem formulation (i.e. viewing tasks as sequence-
to-sequence problems) to ADE classification and
extraction tasks. We used over- and undersampling
to address class imbalance, a major challenge in
ADE extraction from social media. In addition,
we explored prompting methods to further benefit
from the TS5 language model and its sequence-to-
sequence formulation. Our official submission for
the ADE classification task made use of data bal-
ancing via over- and undersampling, and achieved
an F1 score of 0.655, outperforming the state-of-
the-art. For the ADE extraction task, we ensem-
bled our balanced and prompted models to increase
generalization for both partial and exact matches.
Our submission of the ensemble model achieved a
Partial F1 score of 0.527, beating the current state-
of-the art and performing at par with the mean of
all submissions. In the future, we intend to exper-
iment with other methods of dealing with imbal-



anced data, such as data augmentation. The ADE
classification and extraction tasks is also planned
to be used in a multi-task learning scenario with
the TS model.
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