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Abstract

This paper introduces a manually annotated
dataset for named entity recognition (NER) in
micro-blogging text for the Romanian language.
It contains gold annotations for 9 entity classes
and expressions: persons, locations, organiza-
tions, time expressions, legal references, disor-
ders, chemicals, medical devices and anatomi-
cal parts. Furthermore, word embedding mod-
els computed on a larger micro-blogging cor-
pus are made available. Finally, several NER
models are trained and their performance is
evaluated against the newly introduced corpus.

1 Introduction

Social media networks can present an alternative
to formal data sources, and prove to be a reliable
resource for different natural language processing
(NLP) tasks. Since users often submit domain-
specific information in a wide variety of social net-
working resources, such as specific communities,
blogs, microblogs, public news websites, or forums,
there has been a significant interest in extracting
information from these resources. Micro-blogging
platforms, such as Twitter, Reddit or Gab, as a
source of such comments, in general, contain rele-
vant information that can be used to develop NLP
resources for both general and specific domains,
such as health (dos Santos et al., 2020) and legal
aspects (Altoaimy, 2018). Furthermore, mining
and studying health-related information can ulti-
mately be used to improve public health (Magge
et al., 2021).

Our contribution is threefold. First, we intro-
duce the MicroBloggingNERo corpus (Piis et al.,
2022a), comprised of micro-blogging specific mes-
sages, manually annotated with 9 named entity
(NE) classes and expressions, including 4 health-
related classes. This is the largest available Ro-
manian micro-blogging NE corpus to date and the
only one containing health-related entities. Sec-
ond, we release word embeddings computed on

a larger micro-blogging corpus. Finally, we train
several NER models using the newly released cor-
pus and we make these available for the research
community.

This paper is organized as follows: Section 2
presents related work, Section 3 describes the man-
ually annotated dataset, and Section 4 introduces
the experiments performed, including the generated
word embedding representations and NER models.
Finally, Section 5 gives conclusions.

2 Related work

Biomedical corpora have been collected for lan-
guages with different extent of technological sup-
port: Hmong (White, 2022), Romanian (Mitrofan
et al., 2019), Spanish (Carrino et al., 2021) and oth-
ers. There are even parallel medical corpora avail-
able'. Many of them are annotated with UMLS
medical entities (Mohan and Li, 2019; Ohta et al.,
2002).> Most of the biomedical corpora were col-
lected from abstracts (Ohta et al., 2002), but also
from full articles (Alex et al., 2008; Bada et al.,
2012); others combine various sources (Mitrofan
et al., 2019).

The interest in gathering corpora made up of
micro-blogging texts characterizes the research
dedicated to various languages: Arabic (Zaatari
et al.,, 2016), Chinese (Wang et al., 2012), En-
glish (Sharma et al., 2020), French (Mazoyer et al.,
2020), German and Danish (Bick, 2020), Italian
(Sanguinetti et al., 2018), Romanian (Manolescu
and Coltekin, 2021; Ciobotaru et al., 2022), Turkish
(Coltekin, 2020), etc.

Micro-blogging corpora are used for various
tasks: sentiment analysis application development
(Sharma et al., 2020; Cieliebak et al., 2017), emo-
tion annotation (Roberts et al., 2012), credibility

"https://ufal.mff.cuni.cz/ufal_
medical_corpus

2Such a collection is available at https://github.
com/BaderLab/Biomedical-Corpora.
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Figure 1: Label distribution of entity classes.

analysis (Zaatari et al., 2016), event detection (Ma-
zoyer et al., 2020), hate speech detection (Bick,
2020; Coltekin, 2020; Manolescu and Coltekin,
2021; Sanguinetti et al., 2018) and others. Another
vivid line of research is identifying certain types of
entity names in these corpora, such as occupations
(Miranda-Escalada et al., 2021; Santamaria Car-
rasco and Cuervo Rosillo, 2021) and symptoms
(Kumar et al., 2021).

In this work, we developed MicroBlog-
gingNEROo the first Romanian micro-blogging cor-
pus enriched with health information.

3 Dataset

The MicroBloggingNERo dataset contains 7,800
messages manually annotated with the following
named entity classes and expressions, totalling
11,099 annotations (see figure 1):

* Organization (ORG) entities representing
companies, agencies, and political parties. Ex-
amples: Facebook, Guvernul (“the govern-
ment”), PSD (Partidul Social Democrat “the
Socialist Democratic Party”), #ConsConRo.

* Person (PER) entities are regularly limited to
humans, but may include fictional characters
and references to religious figures. Examples:
Adela, Mos Crdciun (“Santa Claus”), Niculina
Stoican.

* Location (LOC) entities represent addresses,
geographical areas and landmasses, bodies of
water, and geological formations, denoted by
a proper name. Examples: Romdnia (“Roma-
nia”), Parcul Tineretului (‘“the Youth Park™),
Lacul Sfanta Ana (“Lake Saint Ana”).

* Time (TIME) expressions identify when some-
thing happened, how long something lasted,
or how often something occurs. Sometimes
the precise date cannot be determined, allow-
ing for expressions indicating periods of time.
Examples: astdzi (“today”), 15 septembrie
(“September 15”), Crdciun (“Christmas”).

* Legal references (LEGAL) are expressions in-
dicating a legal document. Examples: legea
1372021 (“law 13/20217), constitutia (“the
Constitution”).

* Anatomical parts (ANAT) class marks parts
of the human body, organs, components of or-
gans, tissues, cells, cellular components. Ex-
amples: cap (“head”), mdini (“hands”), ficat
(“liver”).

e Chemical and drugs (CHEM) class con-
tains mentions of amino acids, peptides, pro-
teins, antibiotics, active substances, drugs, en-
zymes, hormones, receptors. Examples: sodiu
(“sodium”), vaccin (“vaccine”).

* Disorders (DISO) class is intended primarily
for diseases but includes also things such as
anatomical abnormalities, congenital anoma-
lies, syndromes, lesions, symptoms. Exam-
ples: diabet (“diabetes’), COVID.

e Medical devices (MED_DEVICE) class con-
tains mentions of any device intended to be
used for medical purposes. Example: steto-
scop (“stethoscope”™).

The dataset was gathered by using a crawling
process based on specific queries, aiming to gather
messages containing the entities of interest. It was
then cleaned by removing duplicates and very short
messages (too short to be actual sentences) or mes-
sages containing only hashtags. Furthermore, all
URLSs were replaced with a special “<url>" tag.

The annotation process involved 7 annotators
working under the guidance and supervision of 3
senior researchers. Parts of the corpus were com-
mon between several of the annotators, allowing us
to compute inter-annotator agreement. Each pair
of annotators had to annotate 300 common files.
The Cohen Kappa coefficient, indicating the inter-
annotator agreement was computed at the token
level and led to an average Kappa of 0.80. Accord-
ing to (Cohen, 1960), a value between 0.61-0.80
indicates substantial agreement between the anno-
tators. Moreover, Landis and Koch (1977) stated
that a value of Cohen Kappa coefficient greater
than 0.81 represents an almost perfect agreement
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and Fleiss et al. (2013) also characterizes kappas
over 0.75 as excellent.

The remaining disagreements account for mis-
takes made by individual annotators when specific
domain information was needed in order to iden-
tify and classify mainly entities from both medical
and legal domains. For example, medical entities
such as "virus" was annotated with labels "DISO"
or "CHEM". In most situations the correct label
is "DISO", however when the mechanism of the
action of the virus is explained the correct label is
"CHEM", thus creating confusion for the annota-
tors. A similar situation can be found in the case of
"vaccine" mentions when this entity was annotated
with both "CHEM" and "MED_DEVICE" labels.
In this case the correct label is "CHEM", but some
annotators considered it "MEDICAL_DEVICE"
because the term was used in a context of diagnos-
ing Covid-19 together with tests, masks, gowns,
gloves, sterilizers, and ventilators. Entity classes
such as ORG, PER, LOC and TIME have an inter-
annotator agreement greater than 0.85.

The annotation scheme, as well as the guidelines,
were inspired by existing Romanian NE corpora
(built without social media text), such as MoNERo
(Mitrofan et al., 2019; Mitrofan, 2017), SiMoNERo
(Mitrofan, 2019) and LegalNERo (Piis et al., 2021;
Piis et al., 2021). The annotation guidelines® for
the MicroBloggingNERo corpus had to be adjusted
to take into account the particularities (Pdis et al.,
2022b) of micro-blogging text, such as hashtags
(#Cluj, #LaculNoua), text written with emojis in-
stead of numbers, unusual abbreviation, elongated
words (commonly used for emphasis in microblog-
ging), code-mixed text, etc.

Since the MicroBloggingNERo corpus was cre-
ated with multiple types of annotations, the health-
related entities represent only 9% of the total entity
classes, as depicted in Figure 1. This accounts for
958 annotations, half of them being in the DISO
class (466 annotations).

After the annotation process was completed, the
corpus was anonymized by replacing all person
names, specific locations (such as addresses or
street numbers), and organizations with randomly
generated ones. Any user mentions were removed
and replaced with a special tag “<user>", regard-
less of how it was included in the original message.
Furthermore, any other identifiers (such as message

*https://relate.racai.ro/resources/

microblogging/Annotation_Guide_
MicroBloggingNERo.pdf

IDs) were removed from the corpus.

The dataset was released with several usage sce-
narios in mind, reflected in the presence of multi-
ple formats, including span-based annotations with
all the entities, span-based annotations with gen-
eral entities (PER, LOC, ORG, TIME), span-based
annotations for the bio-medical domain, and tok-
enized text with token-based NE annotations at-
tached (using tools available inside the RELATE
platform (Pdis et al., 2019, 2020; Piis, 2020)).

4 Experiments

We used the presented NER annotated micro-
blogging dataset to train NER models, using dif-
ferent architectures and configurations. For this
purpose, the corpus was split into train (70%),
valid (15%) and test (15%). The splits were se-
lected randomly while trying to preserve the gen-
eral distribution of entities in each split. They are
made available within the corpus release. Then,
we experimented with classical word embedding
representations. For this purpose, we used a re-
current neural network architecture, implemented
with Long Short-Term Memory (LSTM) cells, as
provided by the NeuroNER package (Dernoncourt
etal.,2017). We used pre-trained word embeddings
(Pais and Tufis, 2018) trained on the Representative
Corpus of the Contemporary Romanian Language
(CoRoLa) (Tufis et al., 2019). Then, we trained
new word representations based on a larger corpus
of raw micro-blogging text (comprising 853k mes-
sages), using the FastText tool (Bojanowski et al.,
2017). Finally, based on observations such as those
of (Pais and Mitrofan, 2021), indicating that mul-
tiple representations can help the system achieve
better results, we combine the two representations
into a single, larger representation. We make the
generated embedding models freely available*.
Following the experiments with static word em-
beddings, we performed two additional experi-
ments using contextualized embeddings provided
by the XLM-RoBERTa model (Conneau et al.,
2020). This model provides contextualized rep-
resentations for multiple languages, including Ro-
manian, and has proven to be a good choice for
different NER experiments (Malmasi et al., 2022;
Shaffer, 2021; Adelani et al., 2021; Suppa and Jari-
abka, 2021). Our experiments made use of a basic
NER system, employing a linear layer followed by

*https://relate.racai.ro/resources/
microblogging
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System ANAT | CHEM | DISO | LEG | LOC %/[1};2\11) ORG | PER | TIME | Total | Ep.
Neuroner 4286 | 6047 | 75.47 | 45.71 | 77.69 | 7273 | 66.21 | 84.18 | 63.96 | 72.03 | 23
CoRoLa

Neuroner 2254 | 5882 | 7143|4737 | 8127 | 61.54 | 65.95 | 80.95 | 63.64 | 71.26 | 28
Microblogging

Neuroner

CoRoLa+ 2143 | 5287 | 73.47 | 3636 | 81.21 | 66.67 | 62.00 | 83.51 | 61.50 | 70.75 | 32
MicroBlogging

XLM-RoBERTa | 49.46 | 70.97 | 82.00 | 63.29 | 86.88 | 62.50 | 77.37 | 88.56 | 68.32 | 78.96 | 35
ﬁﬁ/ﬁ"BERTa 4524 | 6742 | 81.00 | 68.42 | 87.05 | 76.92 | 7539 | 88.70 | 68.50 | 78.62 | 61

Table 1: Results (% F1 scores) from different experiments using the MicroBloggingNERo corpus

a classification head, and the same NER system
enhanced with a biologically inspired lateral inhi-
bition layer, as introduced by (Pais, 2022). This
system was previously used for NER in the Roma-
nia bio-medical domain (Mitrofan and Pdis, 2022).
Intuitively, similar to the biological process, we
considered that the lateral inhibition layer would
allow the system to better focus on difficult, and
less represented, NE classes. Results are given in
Table 1, in terms of F1 percent scores, while also
indicating the training epoch associated with each
model.

The results indicate that Romanian NER in a
micro-blogging context is still far from achieving
high-scores. Currently, even systems making use
of contextualized embeddings do not achieve over
90% F1 score for any of the classes. On regular
texts, previous works, such as (Paig et al., 2021),
indicate over 90% F1 scores for persons and legal
references. Furthermore, Mitrofan and Pais (2022)
show an F1 score of 85% for health-related entities
in regular Romanian texts.

An analysis of the errors associated with the best
performing model, with regard to health-related en-
tities, indicates that a large number of entities are
not recognized (the predicted label is "O"). This
suggests a need for a larger corpus with more di-
verse entities. Other types of errors account for pre-
dicting ORG as MED_DEVICE or CHEM, which
is an error found also with the human annotators,
where a company name is used also for a vaccine
name.

5 Conclusion

Micro-blogging texts pose unique challenges in
terms of natural language processing. This is par-
ticularly true with regard to bio-medical and other

health-related entities. These are more difficult to
detect when compared to more common NEs, such
as person and organization names, due to their in-
herent complexity. Erhardt et al. (2006) consider
this to be a general issue with regard to informa-
tion extraction in the biomedical domain, given
the complex entities and changing nomenclatures.
This was also the case in the process of manual
annotation, annotators having difficulties to iden-
tify and classify both health-related and legal NEs.
Furthermore, as noted by Klein et al. (2020), imbal-
anced data remains a challenge for training deep
neural network models. This is particularly true
with the MicroBloggingNERo dataset, consider-
ing the distribution of classes depicted in Figure 1.
Furthermore, this suggests that future work should
focus on expanding the dataset, aiming for a more
balanced class distribution.

When looking at micro-blogging word embed-
dings, these seem to be beneficial for recog-
nizing certain entity classes, possibly account-
ing for spelling particularities in micro-blogging
texts. General representations, trained on the large
CoRoLa corpus, provide better results when de-
tecting anatomical parts, chemicals and medical
devices. This is due to the presence of bio-medical
texts in the CoRoLa corpus, as well as to the re-
duced number of mentions in the micro-blogging
corpus. Future research will explore more word
representation models, particularly those trained
on larger micro-blogging corpora. Currently, there
is no contextualized word model available for
the Romanian language built on micro-blogging
texts or specifically on health-related texts, such as
BioBERT (Lee et al., 2019).
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