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Abstract

This paper presents a description of our system
in SMM4H-2022, where we participated in task
1a, task 4, and task 6 to task 10. There are three
main challenges in SMM4H-2022, namely the
domain shift problem, the prediction bias due
to category imbalance, and the noise in infor-
mal text. In this paper, we propose a unified
framework for the classification and named en-
tity recognition tasks to solve the challenges,
and it can be applied to both English and Span-
ish scenarios. The results of our system are
higher than the median F1-scores for 7 tasks
and significantly exceed the F1-scores for 5
tasks. The experimental results demonstrate
the effectiveness of our system.

1 Introduction

A large amount of health-related data exists on
social media, and this data has attracted a lot of at-
tention in medical applications. The Social Media
Mining for Health Applications 2022 (SMM4H-
2022) Shared Task(Davy Weissenbacher, 2022)
involves natural language processing (NLP) chal-
lenges of using social media data for health re-
search, including informal, colloquial expressions
and misspellings of clinical concepts, noise, data
sparsity, ambiguity, and multilingual posts. We par-
ticipated in seven English classification tasks (i.e.,
task 1a, 4, 6, 7, 8, 9) and one Spanish named entity
†First Author and Second Author contribute equally to this
work.

recognition task (i.e., task 10). The classification
tasks focus on the classification of tweets mention-
ing drug changes, tweets indicating self-reported
COVID-19 vaccination status, Reddit posts self-
reporting exact age, etc. The named entity recog-
nition task is designed to detect the diseases men-
tioned in the Spanish tweets.

There are three challenges in the SMM4H 2022
shared tasks. The first one is the domain shift prob-
lem. When fine-tuning specific downstream tasks
using large-scale pre-trained models, the increasing
size of the pre-trained models leads to the domain
bias problem. To address this problem, we apply
continue pre-training (Gururangan et al., 2020) to
enhance the adaptive ability of the model in the
corresponding domain. Also, we incorporate FGM
adversarial training and Child-Tuning (Xu et al.,
2021) to improve the robustness of the model. The
second challenge is the prediction bias due to cat-
egory imbalance. The category imbalance in the
annotated data affects the focus of the model learn-
ing, which eventually leads to prediction bias and
also hinders the robustness and generalization of
the model. Therefore, we apply oversampling to
generate samples from the minority class to achieve
data balance. The third challenge is the noise in
informal text. When learning from informal social
media text data, the text contains a large number
of emojis, mentioned usernames, and hyperlinks,
which can affect the model’s ability to learn the
true semantic information in the text. Thus, we
apply data cleaning to remove the noise from the
data.
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Therefore, addressing the three challenges, the
three approaches of this paper can be summarized
as below:

• Applying continue pre-training and adding
FGM adversarial training and Child-Tuning
in fine-tuning to address the domain shift prob-
lem.

• Applying oversampling to generate more data
to address the category imbalance problem.

• Applying data cleaning to solve the noise
problem in the corpus.

2 Task Description

2.1 Classification Tasks

We participated in seven English classification
tasks including task 1a: Classification of adverse
events mentions in tweets;Task 4: Classification
of tweets self-reporting exact age; Task 6: Clas-
sification of tweets which indicate self-reported
COVID-19 vaccination status; Task 7: Classifica-
tion of self-reported intimate partner violence on
Twitter (Al-Garadi et al., 2022); Task 8: Classifica-
tion of self-reported chronic stress on Twitter; and
Task 9: Classification of Reddit posts self-reporting
exact age. All the tasks are binary classification
and use F1-score for the positive class as the eval-
uation metric. The training set and evaluation set
are released by the organizers, while the testing set
is provided afterward.

2.2 Named Entity Recognition Task

Task 10 focuses on detecting drug mentions and
entity spans in Spanish tweets(Gasco et al., 2022b).
The task aims to use social media as a proxy to
better understand the societal perception of disease,
from rare immunological and genetic diseases such
as cystic fibrosis, highly prevalent conditions such
as cancer and diabetes, to often controversial diag-
noses such as fibromyalgia and even mental health
disorders. Only one class of entities is included in
the tweets. The dataset consists of a training set, a
validation set and a test set with 5,000, 2,500 and
23,430 data respectively (Gasco et al., 2022a).

3 Methods

3.1 Overall Framework

A uniform framework is used for all the classifica-
tion and named entity recognition tasks in both
English and Spanish. The framework includes

Figure 1: Overall system structure.

three major components: pre-processing social me-
dia data, continuing pre-training transformer-based
models, and fine-tuning with three strategies.

First, we performed data cleaning to reduce the
noise of the tweets and Reddit posts in both lan-
guages.

Then, we continued domain-adaptive pre-
training using unlabeled data from all the related
tasks, aiming to tailor the pre-trained model to the
domain of the tasks. Specifically, we continued
pre-training RoBERTa_base with data from all the
English tasks for 20 rounds, using a smaller learn-
ing rate (e.g., 6e-5). We continued pre-training
bert_spanish_cased_finetuned_ner (Cañete et al.,
2020) using data from all the Spanish tasks, fol-
lowed by 20 rounds of continued pre-training using
large-scale (85k) unlabeled Spanish tweets with
mentions of disease.

Finally, for each task, we fine-tuned the model
using its training set and validation set. We adopted
FGM adversarial training, Child-Tuning, and five-
fold cross-validation in this stage to improve the
performance. For certain classification tasks, we
oversampled the minority class to overcome class
imbalance and fine-tuned the model for 24 rounds.
For the named entity recognition task, we fuse 15
models with different learning rates and different
training epochs to obtain the final results. Our
overall system structure is shown in Figure 1.

4 Our Method

4.1 Pre-processing

Data Cleaning: There are a large number of emo-
jis, usernames and hyperlinks in tweets and Reddit
posts. For the model to better learn the semantic
information in the text, we perform three cleaning
operations on the data: replacing all emojis with
emoji, usernames with @user, and hyperlinks with
http.
Oversampling: The annotated data for task 1a,task
6, task 7 are significantly imbalanced where only
around 10% of the data are from the positive class
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(task 1a: 7%,task 6: 11%, task 7: 11%). To over-
come the class imbalance problem, we performed
oversampling on the training set. Specifically, ran-
dom samples are duplicated from the minority class
until the selected ratio between the positive class
and negative class is reached.

4.2 Training Method
Five-fold Cross-voting: Utilizing five-fold cross-
validation, we divide the training set into five dif-
ferent datasets, and the inconsistencies of entity la-
beling in each dataset varies. With the same model
structure, we train five models on five training sets
and integrate their prediction results on the same
test set through majority voting.
Adversarial Training: In order to obtain a model
with better robustness, we employ adversarial train-
ing to improve the model’s stability. Referring to
the FGM (Miyato et al., 2016) adversarial training
mechanism, we directly impose a small disturbance
on the embedding representation of the model and
assume the embedding representation of the input
text sequence [v1, v2, . . . , vT ] as x. Then the small
disturbance radv applied each time is:

radv = ϵ · g/∥g∥2 (1)

g = ∇xL(θ, x, y) (2)

The formulas’ meaning is to move the input one
step further in the direction of rising loss, which
causes the model loss to rise in the fastest direction,
generating an attack. In this case, the model must
identify more robust parameters in the optimization
phase to deal with the attacks against the samples.
Child-Tuning: Nowadays, pre-trained models are
becoming increasingly large, and when using pre-
trained models to fine-tune on a smaller amount of
downstream data, overfitting often occurs, resulting
in poor model generalization on downstream tasks.
To address the problem, Child-Tuning proposes a
new fine-tuning method.in backward propagation,
instead of adjusting all the parameters, only a part
of them is updated, which is the child network.

Child-Tuning has two algorithms: Child-tuning-
F and Child-Tuning-D. The Child-Tuning-F ap-
proach is to randomly discard a portion of the gra-
dient when the network parameters are updated in
the fine-tuning process.

wt+1 = wt − η
∂ζ(wt)

∂wt
⊙Mt (3)

Mt ∼ Bernoulli(PF ) (4)

Task AdamW ChildTuning_F

Task 1a 0.7833 0.8095
Task 4 0.9229 0.9169
Task 6 0.7089 0.6953
Task 7 0.7379 0.7500
Task 8 0.7742 0.7662
Task 9 0.8989 0.8964

Table 1: F1 scores of the classification tasks using dif-
ferent optimizing strategies. Within the same task, all
other parameters remain the same.

The Child-Tuning-D approach is to select a child
network whose policy can be adaptively adjusted
for different downstream tasks, selecting the most
relevant and important parameters for the down-
stream tasks to act as the child network. The Fisher
Information Matrix (FIM) (Tu et al., 2016) is intro-
duced to estimate the importance of each parameter
to the downstream task.

F(i)(w) =
1

|D|

|D|∑
j=1

(
∂logp(yj |xj ;w)

∂w(i)

)2

(5)

4.3 Continue Pre-training
Due to the increasing size of pre-trained models,
domain bias is a problem when fine-tuning for
specific downstream tasks using large-scale pre-
trained models. This can be well addressed by con-
tinuing pre-training. Continue pre-training can be
interpreted as the continuation of domain-adaptive
or task-adaptive training of a model based on a
large-scale pre-trained language model for a spe-
cific corpus of downstream NLP tasks. Continued
pre-training can be classified into two types:

• Domain-adapted pre-training (DAP), which
improves the performance of the model for the
corresponding domain-specific task in both
low- and high-resource cases

• Task-adapted pre-training (TAP), which is
very efficient in improving the performance
of the model on specific tasks despite the lack
of a small corpus.

5 Experiment

5.1 Classification Tasks
We trained each model with a batch size of 16
for 24 epochs. For RoBERTa_base parameters,
we set the learning rate to 3e-5 and L2 normaliza-
tion’s weight to 0.01; for other parameters, we set
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Task TRAIN TRAIN_1 TRAIN_05

Task 1a 0.7183 0.7343 0.7368
Task 6 0.7500 0.7538 0.7608
Task 7 0.7015 0.7379 0.7619

Table 2: F1 scores of the classification tasks with imbal-
anced data using oversampling. TRAIN is the training
set with the original class distribution. TRAIN_1 is the
oversampled set in which the ratio between the positive
and negative class is 1 to 1. TRAIN_05 is the other
oversampled set in which the ratio between the positive
and negative class is 0.5 to 1.

Task RoBERTa_base cp-RoBERTa_base

Task 1a 0.8095 0.7595
Task 4 0.9194 0.7206
Task 6 0.7127 0.7249
Task 7 0.7379 0.7170
Task 9 0.8973 0.8989

Table 3: F1 scores of the classification tasks
using continue pre-training. The continue pre-
trained RoBERTa_base model is represented by cp-
RoBERTa_base.

the learning rate to 3e-4 and L2 normalization’s
weight to 0. We fine-tuned the all models using
five-fold cross-validation on the training set. We
experimented on two optimizers, namely AdamW
(Loshchilov and Hutter, 2018) and Child-Tuning.
The experiments’ results are shown in Table 1.

For tasks with significantly imbalanced data
(task 1a, 6, 7), we oversampled the minority class
with ratios of 1 to 1 and 0.5 to 1 (i.e., the ratio be-
tween the number of samples in the minority class
and majority class is 0.5 to 1). For other tasks (task
4, 8, 9), we kept the original data and oversampled
the minority class with a ratio of 1 to 1. We experi-
mented on these ratios, and the results are shown
in Table 2.

Furthermore, we experimented with using the
continue pre-trained RoBERTa_base model (Liu
et al., 2019). The model is pre-trained on the data
from all the English tasks to acquire domain knowl-
edge. The results are shown in Table 3.

For each task, we submitted the predictions of
models with the best performances on the valida-
tion set. The performances of our framework are
above the median and mean for all tasks except
task 9. Significantly, our model the mean of task
1a by 7%, exceeds the median of task 4 by 4.7%.
exceeds the median of task 7 by 7%, and exceeds
the median of task 8 by 3%. The final results are
shown in Table 4.

Task Validation F1 Test F1 Mean F1 Median F1

Task 1a 0.809 0.638 0.562 -
Task 4 0.929 0.916 0.847 0.869
Task 6 0.729 0.78 - 0.77
Task 7 0.780 0.833 - 0.763
Task 8 0.774 0.781 - 0.750
Task 9 0.897 0.885 0.901 0.891

Table 4: Our results, mean results, and median results
of each classification task.

Model Validation F1 Test F1

60 0.9104±0.11 -
20+60 0.9105±0.13 -

20+60+Child-Tuning-F 0.9121±0.21 -
20+60+Child-Tuning-D 0.9064±0.15 -

Final Result - 0.891

Table 5: Results on the SMM4H-task10 validation set
and test set.

5.2 Named Entity Identification Task

For task 10, the BERT model was fine-tuned to 60
epochs on the training set with a learning rate of
1e-5 and a batch size of 12, and we continued to
pre-train 10 or 20 epochs on large-scale unlabeled
data with a learning rate of 6e-5, followed by ad-
versarial training and Child-Tuning training. The
experimental results are shown in the following ta-
ble. Here, "60" means the BERT model is trained
for 60 epochs, "20+60" means the pre-training is
continued for 20 epochs and then fine-tuned for
60 epochs, and "20+60+Child-Tuning-F" means
adding Child-Tuning-F. The results are the mean
value of the training process plus the variation
range. The final result is the result of the fusion of
15 models. The results are shown in Table 5.

6 Conclusion and Future Work

The above tasks in the SMM4H 2022 explore social
perceptions of health and diseases using social me-
dia data, including classification and information
extraction tasks. In this paper, we propose a unified
system to solve the classification and named entity
recognition tasks, which can be applied to both
English and Spanish scenarios. Our framework
consists of data cleaning, oversampling, continued
pre-training, and applying adversarial training and
Child-Tuning for fine-tuning. We evaluated differ-
ent variants of our framework and demonstrated the
effectiveness of the framework. For future work,
we will introduce knowledge graphs from the med-
ical field to further improve our system.
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