MaNLP@SMM4H’22: BERT for Classification of Twitter Posts

Keshav Kapur
Manipal Institute of Technology
keshav29kapur @ gmail.com

Rajitha Harikrishnan
Manipal Institute of Technology
rajithasuja@ gmail.com

Sanjay Singh
Manipal Institute of Technology
sanjay.singh@manipal.edu

Abstract

The reported work is our straightforward ap-
proach for the shared task “Classification of
tweets self-reporting age” organized by the
“Social Media Mining for Health Applications
(SMM4H)” workshop. This literature describes
the approach that was used to build a bi-
nary classification system, that classifies the
tweets related to birthday posts into two classes
namely, exact age(positive class) and non-exact
age(negative class). We made two submis-
sions with variations in the preprocessing of
text which yielded F1 scores of 0.80 and 0.81
when evaluated by the organizers.

1 Introduction

Determining the exact age of an individual is cru-
cial to increasing the use of social media data for
research purposes. In this contemporary world,
adolescents use social media to the extent that it
can have some very severe effects on their overall
well-being if not monitored. Hence, a few applica-
tions like Twitter have set up some age restrictions
for the well-being of an individual. They auto-
matically detect the age of an individual trying to
protect them from viewing unnecessary and harm-
ful content.

In this work, we determine the exact age of an
individual based on their tweets on Twitter. This
helps in validating if a particular user has faked
their age or not. One of the major challenges we
faced while working with the data is that some of
them could tweet about their friend’s or relative’s
birthday which was getting misclassified. We have
used BERT model which helps in the binary classi-
fication of our data. While developing our system
for this task, we have discovered BERT that outper-
forms traditional training models.
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2 Methodology

2.1 Pre-Processing

Initially, the organisers provided us with 8,800
training data and 2,200 validation data. This data-
set consisted of three fields: tweet id, text of
the Tweet Object and annotated binary class la-
bel(exact age present/absent). The training and
validation data were later combined and it was
pre-processed for further development. For pre-
processing, we removed URLs, emoticons, hash-
tags, and mentions using a python package tweet-
preprocessor. After that we removed: contrac-
tions from the tweets, special characters and ex-
tra spaces. Then we used python package called
Natural Language Toolkit for removing the stop
words. After these steps, we have further divided
the pre-processing into two techniques: pronouns
and removing pronouns.

2.2 Model

In our model, we have used BERT (bert-base-
uncased) from the Hugging Face library as a clas-
sifier and Softmax as the activation function. In the
BERT model, there is an important special token
[CLS] which is used as an input for our choice of
classifier. We have used the Adam optimizer to fine-
tune our BERT model. We trained the model with
4 to 10 epochs which converged after 10 epochs.
Learning rate of the optimizer is given by 5e - 5.The
batch size used is 32.

3 Evaluation

In the validation phase, our model produced satis-
factory results with about 90%. In the test data,
10,000 tweets were provided by the organizers.
We have first pre-processed with pronouns and
then removed pronouns in the next round of pre-
processing. After evaluation, our models generated
an Fl-score of 0.80 and 0.81.

Table 1 shows our evaluation scores for Precision,
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Model | Precision | Recall | F1-Score
Model 1 0.839 0.780 0.808
Model 2 0.771 0.870 0.818

Table 1: Evaluation scores

Recall, and F1-Score as provided by the organizers.
Model 1 shows scores of pre-processing with pro-
nouns and Model 2 shows scores of pre-processing
with pronouns removed.

4 Conclusion

We discussed our approach to fine-tuning our BERT
model on Task 4 of the 2022 Social Media Min-
ing for Health applications shared task. As we
observe from the results, the given training data
was inadequate to train on a BERT model. There
was an imbalance in the number of positives and
negatives given in our dataset(refer to Figure 1).
An interesting observation drawn from this work
is that BERT models rely on huge and balanced
datasets for learning patterns. Future work might
consider collecting more data points for training,
fine-tuning our BERT model, and applying other
state-of-the-art methods like ROBERTa.
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Figure 1: Summary of Dataset Labels
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