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Abstract 

With improved and more easily accessible technology, immersive virtual reality (VR) head-mounted devices have become more ubiq-
uitous. As signing avatar technology improves, virtual reality presents a new and relatively unexplored application for signing avatars. 
This paper discusses two primary ways that signed language can be represented in immersive virtual spaces: 1) Third-person, in which 
the VR user sees a character who communicates in signed language; and 2) First-person, in which the VR user produces signed content 
themselves, tracked by the head-mounted device and visible to the user herself (and/or to other users) in the virtual environment. We 
will discuss the unique affordances granted by virtual reality and how signing avatars might bring accessibility and new opportunities 
to virtual spaces. We will then discuss the limitations of signed content in virtual reality concerning virtual signers shown from both 
third- and first-person perspectives. 
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1. Introduction 
Immersive virtual reality (VR) continues to become more 
popular, with almost 10 million VR devices shipped in 
2021 alone (Alsop, 2022). Along with this proliferation of 
new technology comes the possibility of new ways of com-
municating, socializing, or learning in virtual spaces. Like-
wise, interest in technology-supported sign language in-
struction is growing. Unlike spoken language, which can 
be taught and evaluated using smartphones or computers, 
the three-dimensional nature of signed languages and facial 
expression's impact on meaning has created a severe barrier 
to technology-based sign language instruction. In-person 
classes are expensive and difficult to access in many areas. 
The other available options include books, videos, or 
smartphone apps that cannot fully demonstrate the highly 
spatial nature of signed language or provide real-time feed-
back. Emerging technologies like mixed and virtual reality 
allow the development of three-dimensional interactions in 
immersive environments. By taking advantage of the three-
dimensional (3D) nature of immersive VR, it may be pos-
sible to create immersive learning experiences to engage 
learners’ bodies and minds more effectively and enhance 
learning. In this paper, we will discuss the possibility of 
signing avatars in a VR environment, considering both the 
opportunities afforded by the current technology and the 
limitations.  

Our work focuses on American Sign Language (ASL), but 
these considerations may also apply to other signed lan-
guages. We direct our attention primarily toward using VR 
for supporting sign language learning (Quandt et al., 2020). 
However, sign language in VR is also relevant for enter-
tainment, gaming, and socialization in virtual spaces. 

While developers are designing many different types of 
learning experiences in VR, the applications of VR for 
learning signed languages are particularly encouraging. A 
fundamental theory in learning science, called embodied 
learning, posits that greater involvement of conceptually-
aligned movement and action during learning can lead to 

better understanding and higher recall (Kontra et al., 2012; 
Kontra et al., 2015; Lindgren & Johnson-Glenberg, 2013; 
Weisberg & Newcombe, 2017). The immersive and spa-
tially rich nature of VR allows for the possibility of embod-
ied learning. Learning signed languages in VR may repre-
sent a step toward the potential far-reaching application of 
embodied learning through signed languages.  

Many new ASL learners use online two-dimensional vid-
eos to learn introductory signs, but these pre-recorded vid-
eos have no interactive features and may not engage all 
learners (Shao et al., 2020). By contrast, immersive VR 
creates a powerful experience wherein people feel as if they 
are physically present in a 3D virtual space (Bailenson, 
2018; Lindgren & Johnson-Glenberg, 2013). This immer-
sive, spatially rich environment is particularly well-suited 
to the highly spatial nature of ASL, in which space is used 
as a core feature of the language. In one study, interaction 
with a signing avatar in augmented reality (e.g., the avatar 
is overlaid upon the real-world view) led to improved ASL 
learning outcomes compared to learning by video or book 
(Shao et al., 2020). Throughout our work on signing ava-
tars, a critical guiding goal has been to ensure that the 
movements of the animated signing are as natural (i.e., hu-
man-like) as possible. It is crucial to ensure that animated 
sign language accurately delivers the nuances and inflec-
tions of the original linguistic content, rather than relying 
on automated animations which do not include smooth 
transitions or natural movements (Quandt et al., 2022). 
Even a slight error in the synchronization of the animation 
can affect the interpretation of a signed production. Motion 
capture enables the highest quality animation (Joerg, Hodg-
ins, & O’Sullivan, 2010), although it does come at a high 
processing cost. 

Our group has established the feasibility of an immersive 
VR ASL learning environment populated with high-quality 
signing avatars. In this work, we created a prototype for 
teaching ASL in immersive VR (Quandt et al., 2020), in 
which both a virtual Teacher avatar and the VR user are 
present in the virtual environment (Fig. 1). This scenario 
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Figure 1: Two types of signing present in an immersive vir-
tual reality environment. 

encapsulates the two types of signing which may present in 
the virtual space: 1) Third-person Perspective, wherein one 
or more signing avatars are present in front of the VR user 
in space; and 2) First-person perspective, wherein the VR 
user’s own hands can be seen in the virtual space and can 
potentially be animated with real-time signing based on 
hand-tracking the user’s actual signing (Fig. 1). These two 
signers in virtual space bring about different challenges and 
opportunities, which we will discuss in this paper. 

2. The State of Signing Avatars in VR 
Signing avatars are not commonly seen in virtual spaces 
yet, but as VR becomes more affordable, and research de-
velopment continues in this area, we are becoming more 
familiar with what is possible regarding signing in VR. The 
newest publicly available models of VR head-mounted de-
vices have better-performing hardware and software, 
which makes the representation of ASL in VR more feasi-
ble. For example, newer VR headsets are wireless, which 
allows for better head and body mobility. They also include 
better video resolution and built-in cameras to aid in hand-
tracking. Recent software updates have further improved 
the hand tracking capabilities of some devices (Henry, 
2022). We expect this trajectory to continue as VR be-
comes more mainstream. Particularly relevant to signing in 
virtual spaces, the Oculus Quest 2 contains built-in hand-
tracking cameras. Currently, some publicly available soft-
ware (e.g., Waltz of the Wizard; Hand Physics Lab) use 
hand-tracking to control user interfaces or as an integral 
part of the gameplay, while many programs still rely on 
controller-based commands. We use the built-in hand 
tracking of the head-mounted Oculus Quest 2 device in our 
current work, but other options may be commercially avail-
able, and developers regularly release new hardware with 
updated capabilities. Some external hardware could en-
hance hand-tracking capabilities (e.g., Kinect, depth sen-
sors), however, users much prefer a fully wireless experi-
ence, especially if they are moving their hands around to 
learn and produce signs (Quandt et al., 2020). Keeping the 
equipment manageable and avoiding physically burden-
some add-ons is an intentional design choice.  

Socialization and community-building are growing activi-
ties within VR, allowing users to connect with others in a 
natural, immersive environment (Li, Vinayagamoorthy, 
Williamson, Shama, & Cesar, 2021). Virtual avatars have 
already been hacked to communicate in sign languages for 
casual conversation and social interaction. VRChat is a 
community accessible to any VR user wherein people can 

virtually navigate a built environment, inhabiting a charac-
ter that they customize. Users can chat and form online 
communities with other users. An emergent sign-language 
using community has emerged in VRChat, including drop-
in sign language chats and informal sign language lessons 
in several different signed languages (Davis, 2019). Since 
not all users have devices that can track hand movements, 
VRChat users cannot sign naturally with their hands. In-
stead, they use controllers to produce signs. Some control-
lers give the user the ability to make certain handshapes, 
with the thumb and the index and middle fingers, and the 
ability to open and close your fist. Within those limitations, 
a user can sign in a modified way, involving a limited num-
ber of moveable fingers and opening and closing their fists. 
The hands can move freely in the space around the user, 
allowing for sign location to be represented reasonably 
well. This emerging signing community in VRChat 
demonstrates interest in the casual use of signed languages 
for socialization and learning in VR and highlights the ad-
aptations that communities come up with to work around 
technological limitations.  

One significant limitation of signed communication in VR 
is the difficulty animating natural facial expressions, espe-
cially for real-time communication as in VRChat described 
above. In ASL, and all signed languages, facial expres-
sions, including the mouth, eye, cheek, and eyebrow move-
ments, are intricate and nuanced, adding and changing the 
meaning and structure of signs produced by the hands. To 
successfully capture facial expressions in VR, the capture 
technology must pick up on the slightest differences and 
changes in the face that accompany the hand movements of 
ASL. The two distinct types of signers in VR each present 
different opportunities and challenges, which we will dis-
cuss below. 

3. Third-person perspective signing 
3.1 Opportunities 
Third-person perspective signing—in which the user views 
a signing avatar in front of them (Fig. 1) is the more 
straightforward representation of sign language in VR. 
This scenario is similar to animating a signing avatar out-
side of VR. Developers create the avatar using develop-
ment pipelines the same way they do for non-VR use. The 
3D avatar file is then placed in the VR environment. The 
3D nature of the virtual environment means that a user can 
see the avatar’s movements with rich spatial detail. For in-
stance, in VR, a signing avatar can be seen from all angles 
in ways that accurately represent signing movements in 
space.  

3.2 Challenges 
With the third-person signing avatar, the primary challenge 
is creating avatars that are not too resource-heavy, since 
typical animations are made up of too many polygons and 
become a burden on the VR platform. Polygon count is a 
critical consideration when developing and populating vir-
tual environments. Essentially, the more polygons, the 
more computing power is needed. There is a tradeoff be-
tween quality and the ability of the VR platform to handle 
the torrent of data efficiently. To ensure real-time interac-
tivity, we ensure that the system maintains stability by 
keeping the avatar’s animation within reasonable limits for 
polygon count. 
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Figure 2. The built-in hand-tracking cameras on a VR de-
vice (located at the blue dots) can capture movements in 
certain locations well, as shown in the green areas. How-
ever, areas on the user’s head and body are not easily cap-
tured by the cameras, as shown in red. This schematic is 
generic and not specific to any specific device. 

In the past, our team used motion capture markers on the 
face. However, the markers only captured a subset of facial 
movements, overlooking other possible facial expressions, 
and could not track eye movements. The Faceware system 
(Faceware Tech, Austin, TX, USA) has proved to be effec-
tive in capturing a broader range of a signer’s facial expres-
sions and eye movements, resulting in an avatar that por-
trays ASL facial expressions accurately. Our project re-
quires the use of a customized Faceware helmet camera 
which allows for natural movements of the hands near the 
signer’s face (Quandt et al., 2020). One remaining issue is 
that whenever the hands cover the signer’s face during re-
cording, there are gaps in the facial data, which must be 
hand-animated in later in the development pipeline. 

4. First-person perspective signing 
4.1 Opportunities 
When hand-tracking in enabled on a VR device, the user 
can see his or her own hands moving in the virtual world. 
Seeing one’s own hands moving in VR provides a strong 
sense of embodiment—especially if the virtual hands cor-
rectly represent the users' real-life movements. If and when 
hand-tracking technology develops sufficiently to accu-
rately track signed language handshapes and movements, 
users will be able to sign while wearing VR devices and 
will be able to see their signs in the virtual space. The user’s 
signing will also be visible to other online users, as in the 
example of VRChat in Section 2. Popular VR devices have 
recently improved their hand-tracking capabilities (Henry, 
2022), deploying updates remotely to all users. These up-
dates have mitigated some of the major limitations of hand-
tracking, but some issues still remain (see Section 4.2).  

In our ongoing research (Quandt et al., 2020), we have 
evaluated which ASL signs are best captured by existing 
hand-tracking technology. Most of our team members are 
deaf, which affords us the unique opportunity to self-eval-
uate the representation of signs in VR. For example, we 
evaluated a list of potential signs and decided whether dif-
ferent signs would work well with the Oculus Quest 2 and  

Figure 3. ASL signs as captured by Oculus Quest 2 (v38). 
A) the sign BREAD is represented well, with no occlusion 
or disfigurements. B) the sign WOOD resulting in unnatu-
ral overlap of the hands. C) the sign EGGS resulting in 
overlap and inaccurate handshape.  

modified the signs as needed. Because there are often dif-
ferent signs for the same word, we track what variations of 
a sign are most compatible with the device’s current hand 
tracking capabilities. With a Deaf-centric team, the ability 
to make quick informed decisions to make the whole sys-
tem work well is an advantage. 

4.2 Challenges 
Animating hands in real-time as a camera tracks a signer’s 
hands is a significant challenge. Our team has identified 
several specific issues remaining before real-time ASL can 
be well represented in VR. All currently available VR 
headsets protrude several inches away from the bridge of 
the nose and eyes. Headsets with built-in hand-tracking ca-
pabilities have cameras embedded that look outward, and 
each camera has a cone of view that expands as the distance 
from the camera increases (Fig. 2). Close to the cameras, 
there are significant blind spots. Additionally, as the user 
moves their head to look around in space, the field of view 
which the cameras can see changes. Thus, the space in 
which the device can sense signs is inherently limited and 
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changes depending on where the user is looking. Signs lo-
cated outside the space in front of the signer are poorly cap-
tured by the cameras. This limited field of view causes 
technological limitations in recognizing three key 
visuospatial parameters of ASL: 1) handshapes, 2) physical 
location, and 3) facial expressions. These parameters are 
necessary to convey communication accurately and effec-
tively in ASL and other signed languages (Friedman, 
1976).  

A crucial parameter of ASL is the physical location in 
which signed words are produced. In ASL, location in sign-
ing space is inherent to each sign’s meaning. However, the 
many signs which are located near the body present a chal-
lenge for representation in VR. For example, the common 
sign for PARENT uses the “5” hand shape with all five fin-
gers extended, touching the lower cheek, then touching the 
upper cheek. Because this sign includes touching the face 
near where the device rests, the normal production of the 
sign is prohibited, and the cameras cannot capture the sign.  

Another challenge is the representation of ASL handshapes 
in VR headsets. While some current VR devices allow for 
improved hand-tracking, the technology still has limita-
tions with recognizing certain handshapes, especially hand-
shapes that require fingers crossing one another. For in-
stance, the ASL handshape R involves the middle finger 
crossing over the index finger and is often not well tracked 
by current devices. Occlusions can also happen with two-
handed signs if the hands or fingers cross one another, as 
with the word EGG (Fig. 3). In ASL, EGG is signed as the 
index and middle finger on both hands together, each hand 
forming the “H” handshape and tapping once, then moving 
downwards slightly away from each other. These shapes 
and movement tend to produce a great deal of occlusion 
when tracked by VR headset cameras.  

To address the challenges related to sign location and oc-
clusion, our current work focuses on signs that the hard-
ware cameras can most accurately capture. When hands or 
fingers are placed on top of each other, it is difficult for the 
built-in cameras to see the hidden hand or fingers. The soft-
ware interpolates the missing information, and often the re-
sulting visualization is distorted (Fig. 3). Signs that avoid 
those handshapes and movement patterns are better repre-
sented in current VR devices.   

Lastly, current hardware cannot capture a user’s facial ex-
pressions. While it appears that developers are testing var-
ious approaches to capturing users’ facial and eye move-
ments while wearing a VR device (Wen et al., 2022), no 
options are commercially available at the time of writing. 
Naturally, given the importance of facial expression to 
signed languages, this still constitutes a major challenge for 
the progress of ASL in VR.  

5. Conclusion  
There is much room for improvement and undoubtedly, de-
velopers are racing to produce sophisticated hardware with 
better hand tracking, resolution, and capture for signing in 
virtual spaces. However, VR devices continue to be an ob-
stacle given that in natural signed communication, many 
signs touch the face and body. We expect that advances in 
artificial intelligence will help solve some of the computer-
vision related problems in this area. Signing in VR remains 

novel but brings much potential for learning, teaching, and 
interacting in virtual environments. Our research group is 
pursuing signing in VR in both the first- and third-person 
perspectives, and while the representation of signed lan-
guages improve in those two dimensions, we continue to 
identify remaining problems. Fluency and clarity of sign-
ing are essential and cannot be compromised without harm-
ing communication. Without the accurate representation of 
sign language, researchers risk compromising the represen-
tation of deaf people in virtual spaces.  
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