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Abstract
TuLaR (Tupian Language Resources) is a project for collecting, documenting, analyzing, and developing
computational and pedagogical material for low-resource Brazilian indigenous languages. It provides valuable
data for language research regarding typological, syntactic, morphological, and phonological aspects. Here we
present TuLaR’s databases, with special consideration to TuDeT (Tupian Dependency Treebanks), an annotated
corpus under development for nine languages of the Tupian family, built upon the Universal Dependencies
framework. The annotation within such a framework serves a twofold goal: enriching the linguistic docu-
mentation of the Tupian languages due to the rapid and consistent annotation, and providing computational
resources for those languages, thanks to the suitability of our framework for developing NLP tools. We likewise
present a related lexical database, some tools developed by the project, and examine future goals for our initiative.

Keywords: Tupian Languages, NLP, Amazonian Languages, Historical Linguistics, Treebanks, Morphol-
ogy, Finite-State

1. Introduction

The Tupian Language Resources (TuLaR) project
follows the precept of promoting linguistic resource
development for minority or under-studied lan-
guages (Hinton, 2003; Pine and Turin, 2017), espe-
cially considering how limited availability interferes
with the subsequent production of scientific knowl-
edge and commercial support (Mager et al., 2018;
Hedderich et al., 2021). In many scenarios, the
lack of such resources leads scientific and commer-
cial initiatives for computational linguistics to only
engage with majority or dominant languages, even
when there are multi- and cross-linguistic concerns.
Such an effect builds up hidden biases against low-
resourced languages, even from their own speakers,
and, as such, our effort is in line with the objectives
of the conference’s call: by providing the computa-
tional foundations and facilitating the production
of teaching material, we aim at fostering the direct
participation of minority language communities in

the development of computational resources and
theoretical knowledge.
The goal of TuLaR is to contribute to the pro-
duction of computational resources and linguis-
tic knowledge for research and for cooperative
work with indigenous communities, especially for
those whose languages are categorized as threat-
ened or vulnerable (Eberhard et al., 2021; Lan-
guages Project, 2020). It aims to improve the
understanding of its morphology and syntax in-
terrelations, thus facilitating their use in natural
language processing tasks. For this, we are build-
ing different databases (lexical, syntactic, morpho-
logical, and fauna-flora) that also aim to consider
the historical relations among Tupian languages, as
well as its contemporary use, in order to support
multilingual tasks that can contribute in increas-
ing the linguistic and cultural knowledge of South
American indigenous languages.
TuLaR comprises four databases: TuLeD (Tupian
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Lexical Database) (Gerardi et al., 2021b; Gerardi
et al., 2021a) with 90 languages (upcoming re-
lease), TuMoD (Tupian Morphological Database)
(Gerardi, 2022a) with 51 languages, TuPAn (Tu-
pian Plants and Animals) (Gerardi, 2022b) with 25
languages, and TuDeT (Tupian Dependency Tree-
banks) (Gerardi et al., 2022) with 9 languages. All
databases are work-in-progress in different stages
of completion.
Among this project databases, this work focuses
on the specifications of TuDeT in view of its appli-
cability and results (current and future outcomes).
On the scientific side we are concentrating on mea-
suring syntactic complexity of the languages, but
we extend our tools used so that we can apply them
for all treebanks in Universal Dependencies (UD)
(De Marneffe et al., 2021).
On the practical side, we also intend to use the
collection of sentences in TuDeT to create educa-
tional materials for the communities. One of the
main goals of TuDeT is to raise literacy by promot-
ing new teaching materials in indigenous context,
to help the communities in stand against language
domination.1
It would not be out of place at this point to dis-
cuss available tools or corpora for Tupian lan-
guages, but none exists. TuDeT is the first collec-
tion of sentences open-access, despite its inceptive
state, as are the tools being built within, such as
the Guajajara morphological analyzer (see Section
4.3.). One almost obvious exception is Paraguayan
Guarani, a language that enjoys official status and
spoken by about six million people. We are aware
of a morphological analyzer (Kuznetsova and Ty-
ers, 2021), but not of annotated or tokenized cor-
pora. A parallel corpus Guarani-Spanish is being
developed (Chiruzzo et al., 2020). Additional doc-
umentation data exists for Aweti (Drude and Re-
iter, 2005) and Ache (Thompson et al., 2012), but
their access is restricted.
Here we introduce our project and discuss its pur-
pose (this section), before describing its main com-
ponents: the dependency treebanks in terms of
their basis and process and annotation (Section
2.) and the lexical database (Section 3.). We
address the incipient development of related NLP
tools (Section 4.) before concluding remarks that
discuss the relevance and potential outcomes of the
project’s output (Section 5.).

2. The Tupian Dependency
Treebanks (TuDeT)

All languages in TuDeT belong to the Tupian
family, one of the largest language families in

1The project is about to publish a book for the
alphabetization of Makurap children (Tupi, Tupari)
(Aragon and Makurap, 2022).

South-America (Rodrigues and Cabral, 2002; Ro-
drigues and Cabral, 2012; Galucio et al., 2015).
The vitality level of these languages varies signif-
icantly. A sociolinguistic fact about them is the
non-correlation between the amount of speakers
and the status of the languages. Some languages
with only a few hundred speakers each (such as
Ka’apor and Karo) are less threatened than oth-
ers with thousands of speakers (such as Guajajara
and Munduruku) which, however, are in an alarm-
ingly rapid process of shifting to Portuguese and
abandoning native languages. The nine languages
in TuDeT are shown with their respective num-
ber of speakers and status from (Eberhard et al.,
2021) in Table 1. The presence of two extinct lan-
guages, Tupinamba and Old Guarani, plays an im-
portant role in understanding diachronic aspects of
this language family. The geographic distribution
of the languages in TuDeT is shown in Figure 1.
Annotated sentences in TuDeT stem from various
sources. For the extinct languages, Tupinamba and
Old Guarani, all texts known for these languages
are being annotated: grammatical descriptions,
e.g. (de Anchieta, 19331595; de Montoya, 1876a),
religious texts, e.g. (Araújo, 19521618; de Mon-
toya, 1876b), poetry and theater plays. For the
modern languages, we took sentences from gram-
matical descriptions e.g. (Gabas Jr, 1999; Braga,
2005; Rose, 2011; Aragon, 2014), fieldwork data
collection, articles describing aspects of the lan-
guages and stories told by native speakers, e.g.
(Castro and Guajajara, 2020; Campos Castro and
Gervason Defilippo, 2021). The current state of
TuDeT treebanks is given in Table 2.

Language Glottocode Speakers Status
Akuntsu akun1241 3 Nearly extinct
Guajajara guaj1255 12000 Vigorous
Ka’apor urb1250 600 Developing
Karo karo1305 200 Vigorous
Makurap maku1278 40 Moribund
Munduruku mund1330 5000 Threatened
Old Guarani oldp1258 0 Extinct
Teko emer1243 400 Vigorous
Tupinamba tupi1273 0 Extinct

Table 1: Languages in TuDeT.

A relevant feature of TuDeT is its unified termi-
nology for the morphological annotations. Having
consulted various language descriptions, we have
arrived at a general terminology so that the mor-
phological features and their values are the same,
as far as possible, for all languages (in TuDeT).
Since different descriptions often treat the same
constructions in different ways and using different
terminology, we have adapted these observations
to the framework of Universal Dependencies con-
sidering diachronic and synchronic aspects of the
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Figure 1: Languages in TuDeT.

languages.

2.1. The Universal Dependencies
Framework

Universal Dependencies (De Marneffe et al., 2021)
is a multilingual formalism for treebanking, in-
cluding annotation guidelines2 for dependency re-
lations, morphological analysis, part-of-speech tag-
ging, and other linguistic features. Besides the
languages in TuDeT, one more Tupian language
is present in UD, Mbya Guarani, so that ten lan-
guages represent the Tupian family in UD. Al-
though we acknowledge some drawbacks of UD,
e.g., (Osborne and Gerdes, 2019), it is still the
best open-access possibility available. The annota-
tions use the standard UD style POS tag inventory,
morphological features and universal dependency
relations from Universal Dependencies v2 (Nivre
et al., 2020), and are encoded using the CoNLL-U
format3. They are enriched with additional de-
pendency subtypes and language-specific morpho-
logical features to reflect specific traits of Tupian
languages.
This combination of standard annotations with
specification through subtypes makes UD a sat-
isfactory annotation framework for the analysis of
individual languages and for the study of linguis-
tic typology. Each of the treebanks is accompanied
by a documentation for all features, syntactic, mor-
phological and POS.
The adaptability of the UD framework to language-
specific features is relevant to treat characteristic
features of Tupian languages and facilitating NLP
tasks. One example of specific values that charac-
terize these languages are ideophones, which show
unique syntactic patterns as they can co-occur with

2https://universaldependencies.org/guidelines.html
3https://universaldependencies.org/format.html

certain lexical items in the sentence (restricted col-
locations) and they are usually exposed to different
reduplication processes (Voeltz and Kilian-Hatz,
2001). In UD, ideophones are not part of the POS
tag-set, therefore their description in our treebanks
requires special treatment. Another case concerns
the so called relational prefixes (Rodrigues, 2009),
a feature described uniquely for some Brazilian in-
digenous languages, which mark syntactic conti-
guity or non-contiguity of heads and their depen-
dents.
Another advantage of the UD framework is that its
extended documentation and highly standardized
annotations make it suitable for rapid, consistent
annotation as well as easily comprehended by non-
linguist audiences. This contributes to our goal of
increasing the linguistic documentation and under-
standing of the Tupian languages.
Moreover, the competitive scores reached in the
ConLL 2017 and 2018 Shared Tasks, illustrate the
suitability of the framework in developing high-
accuracy computer parsers and other downstream
NLP tasks (Zeman et al., 2018). Thanks to this,
we can develop NLP tools employing the annotated
data (see Section 4.), such as the morphological
analyzers that are being built for Guajajara and
Munduruku, which rely almost exclusively on the
respective treebanks.
Alternatives such as SUD (Gerdes et al., 2018) are
worth consideration and a future conversion to a
surface-syntactic annotation schema and parallel
maintenance is planned.

2.2. The Annotation Process
Initially, all annotations were/are being carried out
manually by linguists and computational linguists
with a strong background knowledge of Tupian lan-
guages. Each treebank has one main annotator and
all annotations are revised by the two Tupian spe-
cialists in the team.

2.2.1. Data standardization
Most of the languages present in TuDeT either lack
a standardized orthography or have only recently
acquired one. Therefore, we employ rule-based
approaches to unify the orthographic differences
found in the texts to be annotated. This is done
with a two-fold approach:
Phonetic representation: the different sources
annotated employ different symbols for certain
sounds. We unify the texts in a single ortho-
graphic representation of the phonemes. For ex-
ample, the glottal stop /P/ is generally represented
by an apostrophe (’), but we represent it using its
IPA symbol (P).
Word boundaries: the sources do not agree
whether or not certain morphemes are bound. This
affects mainly affixes, clitics, and certain particles.

https://universaldependencies.org/guidelines.html
https://universaldependencies.org/format.html
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We decide the status of these morphemes based on
diachronic, typological, and syntactic criteria.

2.2.2. Manual annotation
We combine manual approaches with supervised
computational methods for the annotation of the
linguistic corpora. We start by manually annotat-
ing a subset of the linguistic data according to the
UD framework described above. The morphosyn-
tactic features of the sentences are encoded using
three main linguistic aspects: POS tags, morpho-
logical features, and dependency relations.
POS tags: Parts-of-speeches in UD are a prede-
fined tag-set, but it allows for a language-specific
tag-set as well. Tupian languages are challeng-
ing for theories of word-classes as also are native
American languages or languages of Southeast-
Asia (Mithun, 2001; Van Valin Jr, 2008; Enfield,
2021). In establishing word-classes for the lan-
guages in TuDeT, we adopt an approach suggested
by the literature (Croft, 1991; Croft, 2001; Croft,
2022a; Haspelmath, 2021) which avoids the split-
ting and lumping of word-classes (Croft, 2022b;
Croft, 2022a) and accounts for the fact that all
lexical roots in many Tupian languages are (exis-
tential) predicates, which require additional mor-
phology for functioning as arguments, even roots
that are semantically “things or objects”. Some
treebanks lack the adjective label (ADJ) as a POS,
since this label is not relevant – a feature already
noticed in the early Jesuitic descriptions of (Old)
Guarani and Tupinamba (Alexander-Bakkerus et
al., 2020).
Features: The morphological information of each
token also stems from a predefined tag-set ex-
panded with language-specific features and values.
All features and values are explained in the stan-
dardized UD documentation style.
Based on the experience of some team members
with Tupian languages, as linguists and field work-
ers, we have adopted some unified terminology for
morphological features which often contradicts de-
scriptions of these languages. One example is the
controversial status of the so called relational mor-
pheme (R2), which marks the non-contiguity of
head and its dependent (Meira and Drude, 2013;
Cabral, 2000). Many authors (Rose, 2011; Harri-
son and Harrison, 2013) treat it as a third person
marker, but in the TuDeT treebanks, similar con-
structions are marked with the same features and
values.

(1) a. Mari
Mari

i-purag
r2-beauty

“Mari is beautiful”

b. Kujã
Woman

i-poraN
r2-beauty

“The woman is beautiful”

c. Wã̃iw̃i
woman

i-puruPa
r2-pregnant

“The woman is pregnant”

Dependency relations: We use the dependency
relations from the UD guidelines along with cer-
tain language-specific subtypes, e.g. the relations
obl:subj and obl:obj are employed in strictly head-
marking languages such as Tupinamba, where the
core arguments are bound to the predicate as a sin-
gle phonological word, so that NPs related to these
arguments cannot be the argument themselves and
thus must be in a different dependency relation.
This can be seen in Figures 2 and 3, where the
strictly head-marking character is considered by
the subtypes of the oblique relation, since the root
contains the predicate and two core-arguments.

Figure 2: Example of dependency annotation from
the Tupinamba UD-treebank.

Figure 3: Example of annotation in CoNLL-U for-
mat from the Tupinamba UD-treebank.

2.2.3. Supervised annotation
For the supervised annotation, we employ UDPipe
2 (Straka, 2018), a multi-task system for automatic
annotation within the UD framework which per-
forms with high accuracy for several languages. We
train the model using the manually annotated cor-
pora of sentences available. The resulting annota-
tions are then revised and corrected before their in-
sertion into the treebanks. As expected, the output
of the model improves proportionally to the num-
ber of annotated sentences. Guajajara is a good
example for this approach: the first release of the
Guajajara UD-treebank contained 276 sentences.
After 500 sentences were reached, this manually
annotated dataset served as a training model for
automatic dependency parsing. The accuracy of a
predictive model has been proven positive, with an
accuracy of 99.96%. Currently, the treebank has
been enlarged up to 1126 sentences, which should
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allow for more precision and consequently better
quality of the automatically annotated sentences.
Transfer approaches have been implemented for
Paraguayan Guarani (Mager et al., 2021), but
the performance showed lower automatic scores.
Therefore, we initially excluded the possibility of
using transfer approaches. However, there has
been recent promising work regarding zero-shot
methods (Blum, 2022), so transfer approaches
could be considered to improve the annotation pro-
cess.
Table 2 contains the number of sentences and to-
kens that are part of each TuDeT treebank. It is
relevant to mention that not all the treebanks have
been created at the same time, which is reflected
in the quantity of annotated texts.

Language Sentences Tokens
Akuntsu 243 1056
Guajajara 1126 8702
Ka’apor 83 366
Karo 674 2319
Makurap 31 146
Munduruku 158 1016
Old Guarani 59 212
Teko 100 232
Tupinamba 546 4089

Table 2: Amount of sentences and tokens in each
TuDeT treebank.

3. TuLeD
The Tupian Lexical Database (TuLeD) is the
largest online database dedicated to languages of
a South-American family. It is an open-source
database4, which provides an extensive list of lexi-
cal items with cognate assignment, phonetic align-
ment (shown in Figure 4), cultural or linguistic
notes, and borrowing information. The data is
presented in a standardized format according to
the CLDF (cross-linguistic data format) standards
(Forkel et al., 2018), and corresponds to the main
principles of FAIRness (Findability, Accessibility,
Interoperability, and Reusability) (Wilkinson et
al., 2016), which enables ease of access, straight-
forward sharing and manipulation. Such word lists
can be applied in typological language compari-
son and other linguistic tasks. This database com-
prises 78 languages, 404 concepts5. The concepts
are connected to CONCEPTICON glosses (List et
al., 2016), which allow for a network of semantic
relationships cross-linguistically. The geographic
distribution of the languages and language fami-
lies presented in TuLeD is shown in Figure 5.

4https://tular.clld.org/contributions/tuled
5The next release of TuLeD will comprise 91 lan-

guages and 650 concepts.

Figure 4: Example of phonetic alignment from
TuLeD for three different cognate classes.

Figure 5: Map of languages in TuLeD colored ac-
cording to sub-group.

Although TuLeD cannot yet be considered as a dic-
tionary (it does not supply information about, for
example, grammar, usage, and synonym discrim-
ination), it plays an important role in laying out
ways to help the process of vocabulary learning
besides accommodating the phonetic-phonological
profile of the languages. TuLeD, besides con-
taining the traditional items of the Swadesh List
(Swadesh, 1955), which are said to be the most
borrowing-resistant items of languages, also con-
tains culturally relevant items for the Tupian pop-
ulations (Ferraz Gerardi et al., 2021).
Two additional databases are part of TuLaR: Tu-
MoD (Tupian morphological database) and TuPAn
(Tupian plants and animals). As they are under
intensive development and have not been publicly
released yet, they are not discussed here.

4. TuDeT Tools
The development of NLP tools is an important part
of the project and is still in its initial phase. As
of now, two tools are almost ready for release, and
are presented below.

https://tular.clld.org/contributions/tuled
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4.1. TuDeTstats
In order to track relevant statistics from the tree-
banks and measure syntactic complexity, which are
informative of synchronic and diachronic aspects
of the languages, we have built a web application
which uses two different approaches. On one side,
complexity measures are computed (e.g. MDD:
mean dependency distance in a sentence (Gibson,
1998), LEFT: proportion of left dependents (Chen
and Gerdes, 2017), NDD: normalized dependency
distance (Lei and Jockers, 2020)) along with part-
of-speech tags and syntactic dependencies (using
code from (van Cranenburgh, 2019))6. On the
other side, we have added unigrams, and selected
bi- and trigrams of POS tags along with a raw
count of left dependents 7.
The combination of these complexity measures
with n-grams, as we show, performs better than the
complexity measures alone. With Linear Discrimi-
nant Analysis (LDA), for example, the inclusion of
n-grams can account for family membership. The
family-cluster is less clear when only complexity
measures are used. This is shown in Figure 6 where
only complexity measures were used to cluster ac-
cording to family membership languages of five dif-
ferent families in UD8. Figure 7 shows the clus-
ters combining complexity measures and selected
n-grams alongside with HeadLeft. Measures such
as these are important because they can tell us how
structurally different text types are for the family’s
internal analyzes.

4.2. Visualization
TuDeTstats is built in the R programming lan-
guage (R Core Team, 2021) with the Shiny package
(RStudio, Inc, 2014) for reactive web applications.
Together, they provide access to modern analytics
and visualization algorithms for linguistic research.
Figure 8 shows the TuDeTStats application with
selected measures displayed for the Tupian tree-
banks in UD.

4.3. Morphological analyzers
Based on the collected texts and the morphology
presented in the treebank, a finite-state transducer
for Munduruku is being built using HFST (Lindén
et al., 2009) and Xerox functions. The analyzer
contains a lexicon of root words, morphological
and phonological rules, and composition opera-

6We are aware of the controversial topic of com-
plexity in language and measures of syntactic complex-
ity, nonetheless it is appropriate to employ the term
for the measures implemented in our application– see
(Jiménez, 2018).

7The web application can be ac-
cessed in its pre-release version from
https://ffgerardi.shinyapps.io/TuDeT-Stats/.

8We have included larger figures in Appendix A.

tors. Another morphological analyzer for Guaja-
jara is in the early stages of development, also us-
ing HFST, and we have plans to experiment with
FOMA (Hulden, 2009) and OpenFST (Allauzen et
al., 2007). The training set for the lexicon was
extracted from the Guajajara UD-treebank, which
contains 700 unique lemmas. Unfortunately, it is
difficult to evaluate the analyzer at an early stage.
However, a test-set for accuracy evaluation is being
developed as the amount of rules increase.
A significant advantage of these morphological an-
alyzers is that they can be adapted to other lan-
guages of the Tupian family. For example, we have
already started to build a analyzer of Tupinamba
based on the templates available for Guajajara.
Rule-based systems of a morphological analyzer
can be used for future NLP applications, such as
morphological inflection and derivation tasks, au-
tomatic annotation of morphological features and
machine translation. An example of an output
from the Munduruku morphological analyzer is
shown in Figure 99.

5. Conclusion
TuLaR contributes to expanding the linguistic de-
scription, documentation, and computational lin-
guistic resources available for under-researched
and low-resource languages of the Tupian fam-
ily through nine languages following the Univer-
sal Dependencies framework and allows develop-
ing NLP tools, providing analyzes at different lev-
els (phonology, morphology, and syntax). Future
directions may focus on the development of NLP
tools such as tokenizers, lemmatizers, morpholog-
ical analyzers or automatic translation of written
texts, as well as web-based systems with new lan-
guage resources. All these are valuable initiatives
to increase linguistic policies regarding endangered
languages, rekindling ways to revitalize not only
the language and culture, but also the indigenous
community identity (Hinton, 2003; Pine and Turin,
2017).
Thus, the creation of linguistic resources presented
for the Tupian family in this paper is an example
of how computational linguistics products correlate
with linguistic research and indigenous communi-
ties’ necessities in a way to implement efforts to
ensure the triad documentation-conservation-
revitalization, contributing towards a more in-
clusive computational linguistics.
An important aspect of the work here presented
lies is that all tools and the data are available in
open access. We are glad to engage in academic
cooperation, as well as with the communities. We

9The Munduruku finite-state morphological an-
alyzer can be accessed from https://github.com/
LanguageStructure/Munduruku_FST.

 https://ffgerardi.shinyapps.io/TuDeT-Stats/
https://github.com/LanguageStructure/Munduruku_FST
https://github.com/LanguageStructure/Munduruku_FST
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look forward to participating in similar projects,
but we also welcome collaborators in our projects.
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A Appendix

Figure 6: LDA using complexity measures.

Figure 7: LDA combining complexity measures with n-grams.
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Figure 8: Example of Mean Dependency Distance for languages in TuDeT.

Figure 9: Output examples of the Munduruku finite-state morphological analyzer.
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