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Abstract

The SIGTYP 2022 shared task concerns the
problem of word reflex generation in a tar-
get language, given cognate words from a
subset of related languages. We present two
systems to tackle this problem, covering two
very different modeling approaches. The
first model extends transformer-based encoder-
decoder sequence-to-sequence modeling, by
encoding all available input cognates in paral-
lel, and having the decoder attend to the result-
ing joint representation during inference. The
second approach takes inspiration from the
field of image restoration, where models are
tasked with recovering pixels in an image that
have been masked out. For reflex generation,
the missing reflexes are treated as “masked pix-
els” in an “image” which is a representation of
an entire cognate set across a language fam-
ily. As in the image restoration case, cognate
restoration is performed with a convolutional
network.

1 Introduction

The cognate reflex prediction task can be under-
stood by considering a simple example. English
dream is droom in Dutch and Traum in German.
English stream is stroom in Dutch and Strom in
German (so we can see that there is a bit of vari-
ation in how the cognate forms are realized). But
now consider English tree, which is boom in Dutch
and Baum in German. If there were a cognate in
English, what would it look like? On analogy in
particular with the dream example, one would ex-
pect the form to be beam—which is in fact cog-
nate with the Dutch and German forms, though the
meaning has shifted.

This study describes the two particular ap-
proaches to cognate reflex prediction code-named
Mockingbird.1 Both approaches use popular ma-
1The open-source implementation of both models: https:
//github.com/google-research/google-research/
tree/master/cognate_inpaint_neighbors

chine learning techniques adapted to the cognate
reflex prediction task.

The transformer-based approach popularized
by Vaswani et al. (2017) is a particular instance
of sequence-to-sequence (Seq2Seq) recurrent neu-
ral bipartite encoder-decoder architecture (Cho
et al., 2014; Sutskever et al., 2014) equipped with
multi-head attention mechanism. It has the advan-
tages inherent to Seq2Seq models. In particular
it can represent arbitrarily long-distance contex-
tual dependencies both within and across words.
This rich representational capacity comes at the
cost of high model complexity and need for com-
putational resources (Strubell et al., 2019; Liu
et al., 2019; Brown et al., 2020). Our particu-
lar transformer-based model was originally devel-
oped for place name pronunciation (Jones et al.,
2022), and models cognate sets as a neighborhood
where we are trying to predict the pronunciation of
a target feature given its neighbors.

The image inpainting model (Liu et al., 2018) re-
lies on a simple convolutional neural network, or
CNN (O’Shea and Nash, 2015), which trains fairly
quickly even on CPU. It treats cognate sets as
holistic objects (“images”), with individual convo-
lution filters representing partial joint alignments
between all languages at once. Unlike transform-
ers or RNN-based models, however, convolutional
models with finite kernel sizes cannot capture arbi-
trary amount of context. As an extreme example,
it would be difficult for a convolutional model to
learn that the first character in one language cog-
nate should always be aligned with the last char-
acter in another language’s cognate, especially if
long words are possible.

2 Related Work

The establishment of cognate correspondences
and the prediction of cognate forms has a long and
venerable history that dates at least to the original
work of William Jones that established the Indo-
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European language family (Jones, 1786), and later
the work of the Neo-Grammarians (Paul, 1880).

Prior computational work related to this prob-
lem includes early work by Covington (1996)
and Kondrak (2000) on methods for aligning cog-
nate pairs at the segment level, and more re-
cently work specifically on the prediction of cog-
nate forms (List, 2019a; Meloni et al., 2021).
The work of Meloni et al. (2021) in particular
is most similar to the current proposed methods
in that they use a neural character-level encoder-
decoder sequence-to-sequence model, and demon-
strate that this shows good performance on the
task of proto-form reconstruction for a fairly large
dataset of Romance languages.

3 Neighbors Transformer Model

3.1 General architecture

The “neighbors” transformer model was originally
developed for detecting inconsistencies in the read-
ings of Japanese place names in an industrial-scale
maps database (Jones et al., 2022). Japanese place
names are notoriously difficult to read even for
native speakers, since two different place names
that happen to be written with the same kanji se-
quence may have quite different pronunciations. A
famous example is日本橋, which in Tokyo is read
as Nihonbashi, but where the identically written
name in Osaka is read as Nipponbashi. While the
place names themselves are unlikely to be wrong
in the data, there are many named features in the
data set—buildings, establishments, and so forth—
which are named after the area—e.g. an apartment
building named Mezon (= Maison) Nipponbashi,
where the reading may be in error. The neighbors
model is designed to detect such errors by consid-
ering the reading of features in the area and de-
tecting if there is an apparent inconsistency. In
training the model is provided with the target fea-
ture’s written form and its reading (in hiragana),
and the written forms and readings of features that
are neighbors within a small geographic distance
from the target feature. Since inconsistencies in
such neighborhoods involve the minority of cases,
the model learns that the same spelled name within
a neighborhood usually agrees in terms of the read-
ing. The general architecture of the model as ap-
plied to Japanese place names is shown in Fig-
ure 1.

The cognate reconstruction problem is similar
in spirit to the place name problem just described.

In this case the “neighbor pronunciations” are re-
placed with the cognates in the set, with the “main
feature” being the cognate form to be predicted.
The spellings on the other hand are replaced by a
string representing the name of the language as-
sociated with the target and each of the neighbor-
ing cognates. This could be simply the language
name itself, but it is better to encode the name as
a unique identifier (e.g. a short sequence of arbi-
trary symbols, such as emoji), so that the model
does not learn spurious associations between the
name of the language and cognate forms.2

The model used here slightly differs from the
version used for geographic names in that the
language identifiers and cognate forms are inter-
leaved and then concatenated together into a sin-
gle one dimensional tensor, interleaved with ids
for each cognate in the set. This allows the model
to better attend to the individual cognate and to
copy the cognate as needed.

For the transformer model, the provided data
sets are far too small for the model to learn any-
thing. We therefore augmented the data in two
ways. First, since one cannot assume that in the
test set one will find cognate forms for all neighbor
languages for a given target language, we also aug-
mented the data by randomly removing neighbors,
thus making new neighborhoods for the same cog-
nate set, which lacked one or more of the neigh-
bor cognate examples. In our experiments we gen-
erated 500 such random subsets for each original
neighborhood, of which about half were randomly
copies of the original neighborhood.

Second, in addition to the actual provided cog-
nate groups, we synthesized similar cognates for
each of the “neighbor” languages and the target.
Two methods were used, the first being a sim-
ple pair unigram model and the second a bigram
model that we will briefly mention in Section 5.
For the unigram model, a Levenshtein-distance
alignment was computed between each pair of cog-
nates for all language pairs, and correspondences
between IPA symbols were counted. These uni-
gram counts were then used to randomly generate
new pairs of “cognates”. We generated ten random
neighborhoods of this kind for each real or sub-
set neighborhood as described above. For exam-
ple, for the English set in the LISTSAMPLESIZE

2For example, in the Northern Pakistan set, there are num-
ber of variants of Balti in the set, and we wish to avoid the
model learning to depend on the string Balti in making its
predictions. See Table 4 in Appendix A for an example.
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Figure 1: The transformer neighbors model, showing how the main feature and neighbor features are encoded.
Colors for the embeddings reflect the shared embedding structure for the Transformer model. Example shown is
メゾン日本橋 mezon nipponbashi, and some neighboring features 日本橋 nipponbashi, 日本橋西 nipponbashi
nishi and日本橋東 nipponbashi higashi.

data set, the original approximately 300 neighbor-
hoods was expanded into about 4.2 million neigh-
borhoods.

3.2 Model Details
The neighbors model is implemented using
Lingvo (Shen et al., 2019), which is a frame-
work for building neural networks in Tensor-
Flow (Abadi et al., 2016), particularly sequence
models. The core architecture of our transformer
model derives from the Lingvo implementation of
the neural machine translation system by Chen
et al. (2018).3

We use the compact transformer configuration
because the amount of data available for this task
even after data augmentation is small. In our con-
figuration, the encoders and decoders in Figure 1
use multi-head attention mechanism with two at-
tention heads (Vaswani et al., 2017). There are
three transformer layers, and the dimension of the
feed-forward layer as well as the embedding di-
mension are set to 32. Dropout is applied during
training with probability of 0.1 to residual layers,
attention weights, and each feed-forward layer of
the Transformer. Finally, we employ label smooth-
ing to the decoder outputs, where the probability
for correct class labels is reduced by the uncer-
tainty factor ϵ = 0.2 and for all other cases in-
3https://github.com/tensorflow/lingvo/tree/
master/lingvo/tasks/mt

creased by ϵ/K, where K is the size of the vocab-
ulary (Szegedy et al., 2016).

For training, we optimize sparse categorical
cross-entropy loss using Adam procedure with ini-
tial learning rate α = 0.001 and the parameters
β1 = 0.9, β2 = 0.98 and ϵ = 10−9 (Kingma
and Ba, 2015). We optimize the word error error
(WER) between the sequences of ground truth and
the predicted phonemes. The batch size is set to
32 examples. No development set was set aside
from the training data because we did not perform
any parameter tuning. The latest and not neces-
sarily best (according to the test set) checkpoints
were chosen after the training ran for a specified
number of steps. We employ beam search with the
beam width of 8 during inference.

3.3 Open-Source Implementation Notes

The code publicly released for the shared task is
mostly identical to our internal version used to pro-
duce the shared task results, but with some notable
differences. First, in the open-source verson we
do not encode the language names using unique
emojis. Second, we used the development ver-
sions of TensorFlow and Lingvo integrated with
XManager,4 a platform for managing distributed
machine learning experiments, for our internal ex-
periments. This implies that our main results may

4https://github.com/deepmind/xmanager
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Figure 2: (Top) Cognate set input represented as an
“image”. The individual pixel coordinates (x, y) cor-
respond to (l, p), where li is a language and pj is a
phoneme. The pronunciations in this example are taken
from FELEKESEMITIC cognate set for cognate ID 638.
Short cognates are marked with padding. One or more
cognates may be masked out entirely. (Bottom) Equiva-
lent output image. Missing cognate “pixels” have been
restored.

not be exactly reproducible with the open-source
system, something that we discuss further in Sec-
tion 5.

4 Cognate Reconstruction as Image
Inpainting

The neighborhood model presented above casts
the reflex generation task as a straightforward ex-
tension of Seq2Seq modeling. Here, we take a dif-
ferent tack, noting that if we treat the entire set
of cognates as a unit (an “image”), then the task
of generating unknown cognates is analogous to
recovering missing/masked/corrupted parts of that
image. In the field of image reconstruction, this
is sometimes referred to as image inpainting (Qin
et al., 2021; Jam et al., 2021; Peng et al., 2021).
One of the popular state-of-the art methods em-
ploys convolutional neural networks (CNNs) to re-
cover missing pixel values. In this work we ap-
ply one such architecture by Liu et al. (2018) from
NVIDIA to cognate generation. As we see below,
cognate set “images” contain relatively few “pix-
els”, so we can get away with small networks with
a single pair or convolution and deconvolution lay-
ers that are fast to train and evaluate, even on CPU.
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Figure 3: Simplified inpainting CNN architecture.

4.1 Model Details

The model’s input and output structure are shown
in Figure 2. Input cognates are book-ended with
start and end symbols, padded to a fixed length (20
in all our experiments), and stacked to form a grid.
Crucially some cognates may be masked out when
forming an input image, resulting in rows of noth-
ing but padding. Each symbol is embedded, result-
ing in a data structure with n embedding dimen-
sions per symbol, corresponding to the “channels”
in an image5. Optionally, this image may be scaled
by a constant factor equivalent to the total number
of languages divided by the number of languages
present. This ensures constant total “brightness”
no matter how many cognates are masked out.

The image is then processed by a 2D convolu-
tion layer, with kernel height fixed to the num-
ber of languages in the cognate set, and kernel
width determined by a hyperparameter. Convolu-
tion is followed by dropout and a nonlinearity, af-
ter which a deconvolution layer recovers logits at
each pixel position for the available character set.
The logits, in turn, can be used to predict the most
likely character at each position, or to calculate a
sparse categorical cross-entropy loss during train-
ing, given a target symbol. The simplified diagram
of the model is shown in Figure 3.

The convolution operation for a given kernel
with weights W is shown below, and mirrors that
used in NVIDIA’s paper (Liu et al., 2018). Here
X is the set of input pixels, which are multiplied
pointwise with a binary mask M , where missing
cognate positions are set to 0. The result is scaled

5If the input was a standard RGB image, these would be val-
ues for red, green, and blue color intensity. Here, embedding
dimensions don’t necessarily correspond to any real-world
scale.
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by a factor equivalent to the sum of what the mask
would look like if all languages were present (all
values set to 1) divided by the sum of actual binary
mask:

x′ =

{
W T (X ⊙M) sum(1)

sum(M) , if sum(M) ≥ 1

0, otherwise

4.2 Training Regime
As one goal of the image inpainting approach was
to keep it as simple as possible, no synthetic data
augmentation was used during training — just the
base training data made available for the SIGTYP
shared task.

For each language family, the available train-
ing data was further broken down by a random
80%/20% split into a base cognate training set, and
a development set used for tuning. For the develop-
ment set, each group of cognates was broken down
into multiple dev samples by setting each available
cognate as the reconstruction target in turn (replac-
ing it with ‘?’). As the overall datasets available
are small, each dev set held out in this way will
only cover a few cognate groups, introducing sig-
nificant model bias when used for parameter tun-
ing. To counteract this, we generate ten different
train/dev splits at random, which were used for en-
sembling as described below.

Given a train/dev split, actual training pro-
ceeded as follows. For S training steps per epoch,
a random cognate group was drawn from the avail-
able training set, and a random subset of the cog-
nates present was masked out (at least one cognate
always remained present so the model would have
some information to work with). This masked
sample was fed as an image to the inpainting
model, whose task was to recover the entire cog-
nate group. For backpropagation, cross-entropy
loss was calculated only for rows of the image
where a cognate was present in the original cog-
nate group — all other positions contributed zero
loss since there was no target information avail-
able.

For each training step, parameter updates were
performed using the Adam procedure (Kingma
and Ba, 2015) with default TensorFlow parame-
ters. Training was run for a total of 150 epochs
consisting of 500 steps each. After each epoch, the
exact-match word error rate (WER) was calculated
for each sample in the dev set for each language,
and a macro average across of the per-language
WER values was taken. Checkpoints were saved

Name Type Alias

Mockingbird-I1 Inpainting I1
Mockingbird-N1-A Neighbors N1-A
Mockingbird-N1-B Neighbors N1-B
Mockingbird-N1-C Neighbors N1-C
Mockingbird-N2 Neighbors N2

Table 1: Five system configurations submitted to the
shared task. The third column contains a shorthand of
the full configuration name that we use in this paper.

only in cases where macro-WER performance on
the dev set improved.

For each train/dev split, a separate model
was prepared with its own set of tuned hyper-
parameters. Hyperparameter tuning was done
using Google’s Vizier smart grid search proce-
dure (Golovin et al., 2017),6 which optimized
macro-WER on the dev set for 100 total Vizier tri-
als, with at most 10 trials running in parallel at any
one time. The list of tunable model hyperparame-
ters is provided in Appendix B.

4.3 Open-Source Implementation Notes

The core CNN model implementation in Ten-
sorflow (Abadi et al., 2016) has been released
as is and can be used for training and infer-
ence. We are not releasing the scaffolding re-
quired for integration with Vizier hyperparame-
ter tuning because our internal implementation
is quite different from the publicly available ver-
sion. However, the tuned set of hyperparame-
ters (residing in hparams.json) for each model
have been released together with the results.
These hyperparameters can be used to train mod-
els that should perform similarly to those de-
scribed here.7 It is also possible to implement
an alternative smart grid search procedure using
Keras Tuner (Shawki et al., 2021)8 or any other
framework for hyper-parameter optimization and
neural architecture search that supports Tensor-
flow (Menghani, 2021).

5 Results and Discussion

The SIGTYP 2022 Shared Task was evaluated
over 20 language-family specific datasets taken
from the LexiBank repository (List et al., 2021).
6https://cloud.google.com/ai-platform/optimizer/
docs/overview

7Trained model checkpoints are also available upon request
— they were not included in the results package due to file
size considerations.

8https://keras.io/keras_tuner/
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Each dataset consisted of a series of cognate
groups presented in CLDF (Forkel et al., 2018) for-
mat, with each cognate form stored as an IPA pho-
netic transcription. 10 datasets were provided for
system development, and 10 “surprise” language
families were held aside for final evaluation. Fur-
thermore, each dataset was provided in five spar-
sity conditions (dropping 10%, 20%, 30%, 40%,
and 50% of the available cognate forms). For
brevity, we only discuss the 10% (“dense”) and
50% (“sparse”) conditions in this paper.9

We submitted five system configurations,
shown in Table 1, to the shared task.10 The
first configuration i1 is the inpainting CNN
approach described in Section 4, while the rest
of configurations are the Neighbors Transformer
models introduced in Section 3.

There are four Neighbors Transformer configu-
rations. The first three configurations (N1-A, N1-B
and N1-C) correspond to the models built using
our internal pipeline. The only difference between
these configurations is the number of training
steps: 25,000 (N1-A), 35,000 (N1-B), and 100,000
(N1-C). For these configurations we mapped the
language names to unique emojis during training
and inference.

The final Transformer configuration N2 corre-
sponds to the model trained using the released
open-source pipeline. The training regime has
some notable differences with the other Trans-
former configurations. First, as noted above, no
language name-to-emoji mapping was performed.
Second, when generating each random example
{(pt, lt), (pn, ln)} consisting of target t and neigh-
bor n pronunciation/language pairs, the neigh-
bor pronunciation pn is randomly generated us-
ing a first-order Markov chain trained from all
the bigrams constructed from the pronunciations
available for language ln, as opposed to uni-
grams used by the N1 systems. Also, the target
pronunciation pt is generated from pn by sam-
pling from the distribution obtained using sound
class-based pairwise alignment algorithm imple-
mentation from (List and Forkel, 2021) described
in (List et al., 2018). Finally, the stopping criterion
for the training process was rather ad-hoc: train-
ing for each language group was stopped after eye-
balling the training set loss. Unlike the rest of the

9Please see https://github.com/sigtyp/ST2022/tree/
main/results for all the available results.

10https://github.com/sigtyp/ST2022/tree/main/
systems

submitted systems, the N2 configuration was only
trained in the 10% (“dense”) sparsity condition.

For the inpainting model, results were produced
via a majority ensemble. For each language
family, ten models were trained using the proce-
dure described above corresponding to ten random
80%/20% train/dev splits of the available training
data. Predictions for each test sample were ob-
tained from each of the models, and the most com-
mon prediction across the set was retained.

Model results were evaluated according to four
metrics selected by the shared task organizers. The
first two are raw and normalized (divided by the
number of characters in the target form) Leven-
shtein edit distances (Levenshtein, 1966) between
the predicted and expected test cognate forms. For
these metrics, lower is better as it indicates a closer
match. The third metric, B-Cubed F-Scores, is
designed to avoid overly penalizing systematic er-
rors a system might make, discounting errors that
occur across multiple trials (List, 2019b). The
metric derives from the B-Cubed measure (Amigó
et al., 2009) frequently used in historical linguis-
tics to evaluate automatic cognate detection tech-
niques (Hauer and Kondrak, 2011). For this met-
ric, higher is better. Finally, standard BLEU scores
(Papineni et al., 2002) as used when evaluating ma-
chine translation (again, higher is better) were in-
cluded.

Tables 2 and 3 summarize the evaluation in the
dense and sparse data conditions. Overall, both
the Inpainting and Neighbor N1 models match or
improve upon the baseline method provided by
the Shared Task organizers. The Inpainting model
shows an overall advantage – its simplicity might
mitigate against overfitting in such small datasets,
but this isn’t universal across all language fami-
lies, and wanes as the task becomes more diffi-
cult moving from the dense to the sparse condi-
tion. In particular, the Neighbor models are very
effective in the FELEKESEMITIC language family
in the sparse data condition, while the Inpainting
model behaves at baseline level. This could be due
to the unique morphology of Semitic languages,
and the ability of the N1 models to use contextual
cues that the simpler model architectures aren’t
able to represent, but which compensate for data
sparsity to an extent. The condition may also ben-
efit more than most from the data augmentation
strategy used in training the Neighbor models.

In terms of overall results on the “surprise”
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BL I1 N1-A N1-B N1-C N2

dev total 1.34 0.28 0.72 0.61 1.05 0.23 0.74 0.68 1.25 0.27 0.72 0.63 1.31 0.28 0.70 0.61 1.29 0.28 0.69 0.62 1.37 0.29 0.68 0.60

davletshinaztecan 2.07 0.33 0.64 0.52 1.87 0.30 0.66 0.56 2.04 0.33 0.63 0.53 2.20 0.36 0.62 0.49 1.94 0.32 0.64 0.56 2.28 0.38 0.59 0.45
felekesemitic 1.46 0.27 0.69 0.59 1.29 0.24 0.72 0.65 1.68 0.31 0.64 0.55 1.76 0.33 0.63 0.52 1.92 0.36 0.60 0.48 1.88 0.36 0.59 0.49
hantganbangime 1.31 0.33 0.62 0.54 1.12 0.29 0.64 0.58 1.28 0.33 0.61 0.54 1.32 0.34 0.60 0.53 1.47 0.37 0.56 0.49 1.57 0.38 0.54 0.47
hattorijaponic 0.91 0.19 0.80 0.73 0.71 0.16 0.83 0.78 0.94 0.20 0.80 0.72 0.92 0.20 0.78 0.74 0.88 0.19 0.79 0.75 1.12 0.21 0.75 0.72
listsamplesize 3.34 0.62 0.41 0.22 2.35 0.46 0.50 0.40 2.80 0.54 0.50 0.33 2.79 0.55 0.49 0.32 2.54 0.52 0.49 0.34 2.59 0.50 0.48 0.37
backstromnorthernpakistan 0.89 0.18 0.86 0.72 0.60 0.12 0.87 0.80 0.83 0.17 0.82 0.72 0.83 0.18 0.83 0.72 0.81 0.17 0.82 0.73 0.79 0.16 0.83 0.76
mannburmish 1.98 0.52 0.51 0.32 1.55 0.42 0.57 0.43 1.74 0.47 0.53 0.39 1.89 0.50 0.52 0.36 1.93 0.50 0.52 0.35 1.95 0.52 0.51 0.31
castrosui 0.16 0.04 0.95 0.94 0.14 0.03 0.95 0.95 0.16 0.04 0.95 0.94 0.15 0.03 0.95 0.95 0.20 0.05 0.93 0.92 0.29 0.07 0.91 0.89
allenbai 0.72 0.23 0.77 0.68 0.55 0.18 0.80 0.75 0.58 0.19 0.79 0.74 0.64 0.21 0.78 0.71 0.70 0.23 0.73 0.69 0.67 0.22 0.77 0.70
abrahammonpa 0.55 0.12 0.90 0.81 0.34 0.06 0.91 0.90 0.47 0.09 0.87 0.86 0.55 0.11 0.84 0.83 0.51 0.09 0.86 0.85 0.53 0.10 0.86 0.84

surprise total 1.21 0.31 0.72 0.57 0.92 0.24 0.77 0.66 1.02 0.26 0.76 0.65 1.04 0.26 0.76 0.64 1.13 0.29 0.73 0.61 1.21 0.31 0.71 0.57

beidazihui 1.10 0.30 0.73 0.58 0.50 0.14 0.84 0.80 0.48 0.13 0.86 0.81 0.40 0.11 0.87 0.84 0.45 0.12 0.86 0.83 1.13 0.29 0.70 0.60
hillburmish 1.18 0.32 0.66 0.57 1.06 0.29 0.68 0.61 1.13 0.30 0.66 0.60 1.13 0.30 0.66 0.60 1.37 0.37 0.62 0.53 1.50 0.39 0.59 0.48
bodtkhobwa 0.49 0.20 0.76 0.72 0.39 0.16 0.80 0.78 0.25 0.11 0.88 0.85 0.26 0.11 0.87 0.85 0.42 0.18 0.77 0.77 0.68 0.28 0.67 0.62
bantubvd 1.12 0.26 0.79 0.62 0.89 0.22 0.80 0.68 1.01 0.25 0.82 0.63 1.03 0.26 0.82 0.62 0.98 0.25 0.81 0.63 1.10 0.27 0.77 0.60
bremerberta 1.72 0.32 0.71 0.51 1.16 0.21 0.77 0.66 1.35 0.25 0.74 0.61 1.35 0.25 0.74 0.61 1.47 0.27 0.71 0.58 1.26 0.23 0.75 0.66
deepadungpalaung 1.07 0.42 0.76 0.44 0.55 0.22 0.89 0.70 0.73 0.27 0.85 0.63 0.88 0.32 0.82 0.57 0.92 0.34 0.80 0.54 0.86 0.31 0.83 0.58
luangthongkumkaren 0.38 0.10 0.91 0.84 0.36 0.09 0.90 0.86 0.26 0.07 0.92 0.89 0.29 0.08 0.91 0.88 0.33 0.09 0.89 0.87 0.35 0.10 0.90 0.85
birchallchapacuran 1.63 0.31 0.65 0.54 1.57 0.30 0.65 0.56 2.04 0.37 0.57 0.47 2.01 0.36 0.58 0.48 2.01 0.37 0.58 0.48 2.01 0.39 0.57 0.45
wangbai 0.62 0.18 0.80 0.73 0.49 0.14 0.83 0.79 0.48 0.14 0.83 0.80 0.53 0.16 0.81 0.77 0.61 0.18 0.78 0.74 0.62 0.18 0.80 0.74
kesslersignificance 2.77 0.70 0.47 0.17 2.23 0.67 0.51 0.20 2.49 0.67 0.49 0.18 2.55 0.68 0.50 0.18 2.69 0.69 0.47 0.17 2.60 0.71 0.47 0.16

Table 2: Results by model for the 0.10 data condition (BL=Baseline, I1=Inpainting, N*=Neighborhood model),
averaged by language group. The four values per entry cover the four metrics used in the shared task (black=edit
distance, olive=normalized edit distance, red=B-Cubed F-Score, blue=BLEU).

BL I1 N1-A N1-B N1-C

dev total 1.75 0.37 0.60 0.50 1.40 0.31 0.63 0.58 1.60 0.34 0.59 0.54 1.61 0.34 0.58 0.53 1.63 0.35 0.57 0.52

davletshinaztecan 2.09 0.36 0.59 0.48 1.69 0.30 0.63 0.56 2.29 0.38 0.54 0.46 2.44 0.40 0.51 0.44 2.21 0.37 0.54 0.48
felekesemitic 2.90 0.53 0.45 0.28 2.85 0.53 0.41 0.31 2.33 0.41 0.49 0.42 2.27 0.41 0.49 0.42 2.19 0.40 0.50 0.44
hantganbangime 1.98 0.48 0.44 0.36 1.38 0.36 0.53 0.50 1.65 0.42 0.48 0.43 1.65 0.42 0.47 0.43 1.86 0.47 0.44 0.37
hattorijaponic 1.50 0.30 0.65 0.58 1.33 0.27 0.69 0.63 1.66 0.32 0.60 0.57 1.57 0.31 0.61 0.59 1.50 0.30 0.63 0.60
listsamplesize 3.68 0.69 0.37 0.17 2.43 0.51 0.42 0.35 2.72 0.53 0.41 0.31 2.71 0.54 0.41 0.30 2.81 0.54 0.40 0.30
backstromnorthernpakistan 0.97 0.22 0.77 0.66 0.73 0.17 0.79 0.74 1.00 0.21 0.72 0.67 1.03 0.22 0.71 0.65 0.93 0.21 0.73 0.68
mannburmish 2.33 0.60 0.36 0.25 2.02 0.55 0.39 0.30 2.41 0.62 0.34 0.24 2.32 0.62 0.34 0.25 2.38 0.62 0.33 0.25
castrosui 0.39 0.10 0.88 0.84 0.29 0.07 0.90 0.88 0.32 0.08 0.89 0.87 0.34 0.08 0.88 0.87 0.41 0.10 0.85 0.84
allenbai 0.76 0.25 0.71 0.66 0.64 0.21 0.75 0.71 0.78 0.25 0.68 0.65 0.84 0.27 0.66 0.64 0.99 0.32 0.59 0.57
abrahammonpa 0.94 0.18 0.76 0.72 0.66 0.12 0.80 0.80 0.87 0.16 0.74 0.74 0.95 0.18 0.72 0.72 1.03 0.20 0.70 0.70

surprise total 1.89 0.44 0.56 0.43 1.42 0.35 0.61 0.53 1.55 0.38 0.60 0.49 1.51 0.37 0.59 0.50 1.58 0.40 0.56 0.47

bremerberta 2.49 0.46 0.53 0.35 1.58 0.30 0.62 0.56 1.99 0.38 0.56 0.46 1.85 0.35 0.58 0.49 2.05 0.39 0.55 0.44
wangbai 1.02 0.29 0.66 0.58 0.97 0.28 0.66 0.60 1.05 0.31 0.63 0.58 1.06 0.31 0.62 0.57 1.15 0.34 0.59 0.54
luangthongkumkaren 0.66 0.17 0.81 0.73 0.55 0.15 0.80 0.78 0.56 0.15 0.80 0.77 0.62 0.17 0.78 0.75 0.77 0.21 0.73 0.69
hillburmish 2.10 0.54 0.47 0.34 1.64 0.44 0.51 0.45 2.66 0.68 0.44 0.17 1.87 0.49 0.48 0.38 1.80 0.47 0.46 0.39
birchallchapacuran 3.17 0.47 0.48 0.32 2.81 0.47 0.44 0.35 2.80 0.47 0.44 0.34 2.80 0.47 0.45 0.33 2.83 0.48 0.44 0.33
bantubvd 1.99 0.45 0.56 0.39 1.53 0.36 0.61 0.50 1.29 0.31 0.69 0.55 1.43 0.34 0.65 0.51 1.45 0.35 0.64 0.50
kesslersignificance 4.06 0.89 0.29 0.04 2.85 0.73 0.30 0.15 2.77 0.67 0.34 0.17 2.81 0.68 0.34 0.16 2.95 0.71 0.33 0.14
bodtkhobwa 0.63 0.27 0.66 0.65 0.53 0.22 0.70 0.71 0.56 0.23 0.68 0.69 0.66 0.27 0.63 0.64 0.77 0.32 0.57 0.59
beidazihui 1.15 0.32 0.67 0.56 0.48 0.13 0.80 0.80 0.45 0.13 0.82 0.82 0.48 0.13 0.80 0.81 0.57 0.16 0.77 0.77
deepadungpalaung 1.63 0.58 0.50 0.30 1.23 0.44 0.60 0.43 1.39 0.48 0.57 0.39 1.49 0.52 0.54 0.36 1.47 0.52 0.53 0.35

Table 3: Results by model for the 0.50 data condition (BL=Baseline, I1=Inpainting, N*=Neighborhood model),
averaged by language group. The four values per entry cover the four metrics used in the shared task (black=edit
distance, olive=normalized edit distance, red=B-Cubed F-Scores, blue=BLEU).
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sets, the worst performing configuration is the N2
model. It performs significantly worse than the
N1 Neighbor and the Inpainting configurations us-
ing the edit distance-based metrics and decidely
worse than the Inpainting method using B-Cubed
F-Scores and BLEU. We hypothesize the existence
of two confounding factors that may be affecting
the model’s performance. First, we trained it us-
ing significantly smaller (compared to N1 systems)
amounts of augmented data. In addition, stop-
ping the training process after a random number of
steps may have resulted in under-training. Analy-
sis of N2 model’s results on individual language
groups displays the uneven performance of this
model. On the BREMERBERTA and DEEPADUNG-
PALAUNG sets, the model strongly outperforms
the baseline and improves upon one of the N1 con-
figurations, while at the same time being signifi-
cantly worse than the baseline on the HILLBUR-
MISH set.

6 Conclusions

We presented two approaches to the problem of
cognate reflex prediction, one based on the trans-
former Seq2Seq architecture, and one based on
convolutional networks. Both approaches stem
from natural, intuitive interpretations of the prob-
lem. The “neighbors” transformer approach treats
the problem as one of reconstructing the phonetic
form of a cognate by considering all the other cog-
nates in the set, on analogy to the problem of re-
constructing the reading of a geographical feature
on the basis of the pronunciation of names of geo-
graphic neighbors. The inpainting approach treats
the problem as being similar to filling in missing
pixels in an image on the basis of the surrounding
context pixels. We submitted 5 system variants (1
convolutional model and 4 transformer models) to
the SIGTYP 2022 Shared Task, where they per-
formed well relative to the provided baseline and
other submissions.

Supplementary Material

The implementation of the Inpainting CNN and
the Neighbors transformer models described
in this work is available in Google Research
repository on GitHub (https://github.com/
google-research/google-research/tree/
59f02a3cb447f381a7450c89f37dda042819216e/
cognate_inpaint_neighbors). The results for
these systems are curated on GitHub (https:

//github.com/sigtyp/ST2022) along with the
results of the other systems submitted to the
shared task, and have been archived with Zenodo
(https://doi.org/10.5281/zenodo.6538626).
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Language Name Emoji

ChorbatBalti
KhapaluBalti
KharmangBalti
RonduBalti
ShigarBalti
SkarduBalti
SkarduPurki

Table 4: The one-to-one mapping between the names of
languages in BACKSTROMNORTHERNPAKISTAN lan-
guage group and the corresponding Unicode emojis.
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A Language Name Emoji Mapping

The mapping between names of the Northern Pak-
istan languages as encoded in the shared task data
for the BACKSTROMNORTHERNPAKISTAN lan-
guage group and the emojis is shown in Table 4.
The mapping takes place during the generation of
the training data. The inverse mapping is applied
during decoding at the inference stage to map the
emojis back to language names.

B Tuning the Inpainting Model

For the cognate inpainting model there are six tun-
able hyperparameters:
• The symbol embedding dimension.
• The width w of the 2D convolution kernel
(h,w), where h is the number of languages and
w corresponds window of characters processed
processed by each convolution and deconvolu-
tion operation.

• The number of convolution filters for the 2D
convolution layer.

• Probability for the dropout layer that follows the
convolution layer (Hinton et al., 2012).

• The nonlinearity activation applied to the con-
volved inputs after the dropout. This choice is
between rectified linear units (ReLU) (Nair and
Hinton, 2010), Leaky ReLU (Maas et al., 2013)
and the hyperbolic tangent function.

• Whether to scale the embeddings, the outputs of
the convolution layer or not to apply the scaling
at all.
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