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Abstract
We describe a methodology to extract with
finer accuracy word order patterns from texts
automatically annotated with Universal De-
pendency (UD) trained parsers. We use the
methodology to quantify the word order en-
tropy of determiners, quantifiers and numer-
als in ten Indo-European languages, using UD-
parsed texts from a parallel corpus of prosaic
texts. Our results suggest that the combina-
tions of different UD annotation layers, such
as UD Relations, Universal Parts of Speech
and lemma, and the introduction of language-
specific lists of closed-category lemmata has
the two-fold effect of improving the quality of
analysis and unveiling hidden areas of variabil-
ity in word order patterns.

1 Introduction

Most of the work on word order variation using
Universal Dependencies (UD: de Marneffe et al.,
2021) is based on curated dependency treebanks,
with only a few works using dependency corpora
derived from raw texts. Although the accuracy rate
of NLP systems trained on UD models is report-
edly very high (Hajič and Zeman, 2017; Zeman and
Hajič, 2018; Straka et al., 2019; Qi et al., 2020), a
certain level of noise i.e., erroneous annotations is
in fact present when working with automatically
annotated texts (Levshina et al., to appear; Talamo
and Verkerk, to appear); furthermore, different lay-
ers of UD annotations such as Universal Parts of
Speech (UPOS) and UD Relations are not always
used consistently across languages, often result-
ing in the cross-linguistic comparison of different
categories.

We discuss a methodology to tweak the UD an-
notations in order to achieve a better representation
of word order entropy; the methodology is exem-
plified on three categories that are particularly dif-
ficult to analyze with automatic methods and from
a cross-linguistic perspective. Determiners, quanti-
fiers and numerals are often treated in descriptive

grammars as heterogeneous categories; the lexi-
cal category of determiners includes articles and
demonstratives, while the category of quantifiers
often includes elements of other closed categories,
such as pronouns and gradation markers, and some-
times members of open categories, such as adjec-
tives and adverbs; finally, numerals are often not
restricted to cardinal, ordinal and distributive num-
bers, but overlap with quantifiers.

This heterogeneity is reflected by the UD im-
plementation of these categories, both at the Rela-
tion and the UPOS annotation layer. Numerals are
treated as a separate category and represented at the
syntactic level by the nummod UD Relation and at
word category level by the NUM UPOS; by con-
trast, the UD framework conflates articles, demon-
stratives and quantifiers into one UPOS tag (DET)
and into one UD Relation (det), resulting in the
‘Determiners & Quantifiers’ macro-category. At the
language-specific level several individual POS tags
and UD Relation subtypes are used; for instance,
in Slavic languages quantifiers get two specific sub-
types, det:numgov and det:numposs, and
morpho-syntactic features of numerals can be spec-
ified using additional UD Relation subtypes.

Our methodology combines two layers of UD an-
notations, UPOS and UD Relations, with manually-
compiled and language-specific lists of lemmata.
We test the methodology against a parallel corpus
of fiction texts and their translations in 10 Indo-
European languages; given their particular genre,
these texts are quite challenging for parsers that
are mostly trained on non-fiction data such as Wiki
and News. Following previous studies, we employ
here Shannon’s entropy as a metric for word order
variation.

2 Related work

Since its inception in 2015 (Nivre et al., 2015),
UD has been widely used in corpus-based stud-
ies on word order variability. However, as earlier
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mentioned, corpora used in previous studies are
“dependency corpora of the HamleDT 2.0 and Uni-
versal Dependencies 1.00” (Futrell et al., 2015),
“the Universal Dependencies Treebank version 2.2”
(Naranjo and Becker, 2018), “a selection of 55
treebanks from Universal Dependencies v2.4” (Yu
et al., 2019), “Surface-Syntactic Universal Depen-
dencies (SUD) [treebanks]” (Gerdes et al., 2019)
and the “Universal Dependencies project, release
2.1” (Futrell et al., 2020). UD Treebanks can be
considered de-facto gold standards, as large parts
of them are manually compiled or at least semi-
automatically checked for wrong annotations, al-
lowing scholars to work with high quality of data.
However, as UD Treebanks wildly vary across lan-
guages with respect to size and text genres (Lev-
shina et al., to appear), results from most of the
previous works are biased against these factors.
Exceptions are represented by works using the
LISCA parse assessment algorithm (Dell’Orletta
et al., 2013), whose models have been trained
on UD-parsed Wikipedia corpora (Alzetta et al.,
2018) and tested on the so-called ‘reference cor-
pora’, which consist “of a monolingual corpus of
texts from the news and Wikipedia domains [...]
morpho-syntactically annotated and dependency
parsed by the UDPipe pipeline trained on the Uni-
versal Dependency treebanks, version 2.2” (Alzetta
et al., 2020); automatically annotated texts are also
partially employed in Levshina (2019), who uses
eleven UD-parsed corpora from the Leipzig Cor-
pora Collection for one of her case-studies on word
order entropy. Finally, Talamo and Verkerk (to ap-
pear) is a study on word order variation in the nom-
inal phrase and is entirely based on parallel texts
that are parsed by the UDPipe pipeline trained on
UD treebanks v.~2.5. To the best of our knowl-
edge, Levshina (2019) and Talamo and Verkerk (to
appear) are the only studies on word order varia-
tion combining UD Relations with other annota-
tion layers; although her methodology is not fully
disclosed, Levshina (2019) applies the UPOS an-
notation layer to the head in her first case study,
where word order variability is taken from a syntac-
tic perspective, and the wordform annotation layer
to the dependent in her second case-study, where
word order variability is investigated with respect
to the lexically specific level; Talamo and Verkerk
(to appear) take a step further and operationalize
this methodology by introducing several combina-
tions of UD Relation and UPOS annotation layer

to restrict either the head, the dependent or both,
and introducing language-specific list of lemmata
to match modifiers at the lexical level.

3 Data and Methods

3.1 Corpus

We use the Parallel Corpus of Indo-European Prose
and more (CIEP+: Talamo and Verkerk, to appear),
which features prosaic texts and their translations
in more than 30 languages; we select a sample of
10 Indo-European languages, belonging to the fol-
lowing branches: Balto-Slavic (Lithuanian, Polish),
Celtic (Irish), Germanic (Danish, Dutch and Ger-
man), Greek (Modern Greek), Romance (French,
Portuguese and Spanish). All languages feature 18
books (approximately 120K of sentences for each
language), with the exception of Irish that features
5 books (approximately 13K of sentences).

The corpus has been parsed using Stanford
Stanza1 with pre-trained UD Models2 for the 10
languages. The resulting CoNLL-U files are pro-
cessed with a Python script using the pyconll li-
brary3. The script extracts the occurrences of the
specific UD Relations (see below) and determines
the relative position of head and dependent; for
each occurrence, we collect the following annota-
tion fields for both the head and the dependent: UD
Relations, UPOS tag and lemma.

Scripts and dataset, with the exception of the
parsed corpus containing copyrighted texts, are
available in the Supplementary Material4.

3.2 Tweaking the UD annotations

Working with a dependency grammar, the most im-
portant annotation layer is represented by the UD
Relations, which identifies the head and the depen-
dent within the phrase; for our case study, we deal
with various dependents (Table 1) and one type of
head, the noun. This basic layer of annotation is
then combined with other layers of annotation. By
formulating the categories in Table 1 as compara-
tive concepts (Haspelmath, 2010), we seek to inte-
grate cross-linguistic definitions with the different
layers of annotation (see ‘Comparative Concepts

1Version 1.3.0 https://stanfordnlp.github.
io/stanza/

2Version 2.8 https://stanfordnlp.github.io/
stanza/available_models.html

3https://pyconll.readthedocs.io/en/
stable/

4https://doi.org/10.5281/zenodo.
6580701
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Category UPOS UD Relation
nominal head NOUN, PROPN -
article DET det
demonstrative DET PRON det
quantifier DET ADJ ADV PRON det det:nummod det:numgov
numeral NUM nummod nummod:entity nummod:gov nummod:flat

Table 1: Values used to capture the categories of nominal heads, articles, demonstratives, quantifiers and numerals.
Non-specific values are given in italics.

and Universal Dependencies’ in the Supplementary
Material).

Elaborating on Talamo and Verkerk (to appear),
we propose three combinations, with each combi-
nation building on top of the previous one. The first
combination, rel, uses the specific UD relation
for the dependent, thus corresponding to most of
the approaches taken in previous works; the second
combination, rel+upos, adds the UPOS layers,
using specific UPOS tags for the nominal head, and
specific and non-specific UPOS tags for the depen-
dent; the third combination, rel+pos+lemma,
introduces language-specific list of lemmata for the
dependent.

With ‘specific’ UPOS tags we refer to the values
that are described by the UD Annotation Guide-
lines5 as relevant for the investigated categories;
we additionally add non-specific UPOS tags, which
are based on the consultation of descriptive gram-
mars and on the comparison of UD-parsed texts
across the ten languages of the sample. See Ta-
ble 1 for a detailed list of these values. Finally,
language-specific lists of lemmata are aimed to
capture the three components of the ‘Determiners
& Quantifiers’ macro-category, namely, articles,
demonstratives and quantifiers; we use these lists
of lemmata, which are compiled using descriptive
grammars and with the aid of native speakers, in
intersective queries (positive match) on the lemma
field for articles, demonstratives and quantifiers,
and in non-intersective queries (negative match) on
the lemma field for numerals.

3.3 Metrics
Word order variability is assessed using Shannon’s
entropy:

H(X) = −
n∑

i=1

P (xi) log2 P (xi)

5https://universaldependencies.org/
guidelines.html

where the upper bound of summation, n, is set
to 2, indicating that there are two possible word
order patterns i.e., the modifier is either prenominal
or postnominal, and P represents the probability
of the two order patterns; the resulting value of
entropy is given in bits and ranges from 0 (only
one of the two word order patterns is attested) to 1
(both word order patterns are attested with the same
probability). For instance, we find in the Danish
part of CIEP+ 5089 occurences of postnominal
nummod (and subtypes) and 1392 of prenominal
nummod (and subtypes), with a resulting entropy
of .75.

4 Results

As shown in the left panel of Figure 1, en-
tropy values captured by the second combination,
rel+upos, are significantly lower than values
captured by the rel combination. This is particu-
larly clear for numerals, which display a substantial
drop in entropy in half of the languages; further-
more, in some languages the entropy of numerals is
reduced to near-zero values (German: .02, French
and Irish: .04, Polish: .06). As for determiners &
quantifiers, the introduction of the UPOS layer is
overall less significant; a significant reduction of en-
tropy is observed only for three languages (Greek,
Lithuanian and Spanish). This is partly due to the
low value of entropy already captured by the rel
combination, but it also reflects the biunivocal rela-
tion between the DET UPOS tag det and the UD
Relation and its subtypes; by contrast, the nummod
UD relation and its subtypes are not in biunivocal
relation with the NUM UPOS tag, since, as already
mentioned above, this UD Relation is often used
with quantifiers as well. The third combination,
which adds language-specific lists of lemmata to
the UPOS and UD Relation layers and is plotted in
the right panel of Figure 1, allows us to zoom in
on the entropy of determiners & quantifiers, disen-
tangling the category into articles, demonstratives
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Figure 1: Left: entropy values for the categories of determiners & quantifiers and numerals, as captured by the rel
combination and the rel+upos combination. Right: entropy values for the categories of articles, demonstratives,
quantifiers and numerals, as captured by rel+pos+lemma combination.

and quantifiers; although the entropy of determin-
ers & quantifiers is extremely low for all languages
of the sample, two languages have moderate val-
ues of entropy for demonstratives or quantifiers.
More specifically, Irish has the highest value of
entropy for quantifiers (.71), while Greek the high-
est value for demonstratives (.59). According to
Stenson (2020, 189-192), the position of quanti-
fiers in Irish is lexically determined; most Irish
quantifiers precede the noun, while few follow it;
postnominal quantifiers include the high-frequency
lexeme uilig ‘all’, which explains the high entropy
of Irish quantifiers. As for Greek, the high value
of entropy for demonstratives can be accounted on
a pragmatic and semantic basis, as postnominal
demonstratives have an emphatic reading (Lascara-
tou, 1998, 164). Furthermore, low-to-moderate
values of entropy are observed for quantifiers in
Portuguese (.30) and Spanish (.10) and for demon-
stratives in Portuguese (.15). As for numerals, we
use language-specific lists of quantifiers as nega-
tive matches against the lemma field; this approach
is however of little use, as entropy values captured
by the third combination are the same of the sec-
ond combination. Thanks to the introduction of
language-specific list of lemmata, the third com-
bination is suitable for closed categories such as
articles, demonstratives and quantifiers, while the
second combination is already effective for captur-
ing open categories such as numerals.

5 Conclusion

We have discussed a methodology to extract with
better accuracy word order patterns from CoNLL-
U files obtained from the automatic parsing of raw
texts; the methodology, which exploits different
UD annotation layers and language-specific list of
lemmata, is exemplified on the heterogenous lexi-
cal categories of determiners and numerals, whose
word order patterns are analyzed in a parallel cor-
pus of 10 Indo-European languages. We have
shown that the methodology is able to correct some
of the errors introduced by the automatic parsing
and inconsistent use of UPOS tags and UD Rela-
tions, thus improving the quality of the analysis, as
shown with the category of numerals. Furthermore,
the methodology sheds light on areas of variability,
which were previously hidden by the UD lumping
of articles, demonstratives and quantifiers into a
unitary category. Given the very high frequency of
articles, whose variability is close to zero, this uni-
tary category displays very low values of entropy
across languages; once this unitary category is split
into its three components, some languages show
moderate-to-high levels of entropy with respect to
demonstratives (Greek) and quantifiers (Irish and
Portuguese).
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