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Abstract
This paper presents the submission of team
NUM DI to the SIGMORPHON 2022 Task
on Morpheme Segmentation Part 1, word-level
morpheme segmentation. We explore the trans-
former neural network approach to the shared
task. We develop monolingual models for
world-level morpheme segmentation and fo-
cus on improving the model by using various
training strategies to improve accuracy and gen-
eralization across languages.

1 Introduction

Morphological analysis is the heart of nearly all
natural language processing tasks, such as senti-
ment analysis, machine translation, information
retrieval, etc. Such natural language processing
tasks become infeasible without any morphologi-
cal analysis. One reason is the sparsity resulting
from a high number of word forms that introduce
out-of-vocabulary (OOV). Morphological segmen-
tation is a way to deal with language sparsity by
introducing the standard segments within the words
rather than dealing with word forms (having multi-
ple morphemes).

Morpheme segmentation is a type of morphologi-
cal analysis in which words are divided into surface
forms of morphemes, for example, successfulness
= success @@ful @@ness. Automated morpheme
segmentation was studied in the early years of nat-
ural language development (NLP). However, sig-
nificant progress has been made in recent years in
using various machine learning techniques.

Since morphemes are the smallest meaningful
language units, information about the morphemic
structure of words is already used in various NLP
applications and additional tasks, including ma-
chine translation and recognition of semantically
related words (cognates).

In this paper, we proposes a supervised method
for word-level morphological segmentation using

a transformer neural network. The task of machine
translation has seen significant progress in recent
times with the advent of Transformer-based mod-
els (Vaswani et al., 2017) for this year’s SIGMOR-
PHON 2022 shared task on morpheme segemn-
tation (Batsuren et al., 2022a) which at the word
level, participants will be asked to segment a given
word into a sequence of morphemes. Input words
contains all types of word forms: root words, de-
rived words, inflected words, and compound words.
However, to the best of our knowledge, there has
not been work that applies such morpheme segmen-
tation transformer-based models.

The paper is organized as follows: Section 2 ad-
dresses the related work on supervised morpheme
segmentation, Section 3 describes the data used in
training, Section 5 describes the model architecture,
and section 6 presents the experiment results.

2 Related work

Z. Harris in (Harris, 1970) proposed the earliest
method of morpheme segmentation. It detects mor-
pheme boundaries by letter variety statistics (LVS)
(Çöltekin, 2010). Morfessor system (Creutz and
Lagus, 2007), (Smit et al., 2014) exploits unsu-
pervised machine learning methods to be trained
on a large unlabelled text. Another kind of semi-
supervised machine learning for morpheme seg-
mentation (Ruokolainen et al., 2014) was based on
conditional random fields; the task was considered
as sequential classifying and labeling letters of a
given the word. A pure supervised method with
significantly better quality for the twofold task of
morpheme segmentation with classification was
proposed in (Sorokin and Kravtsova, 2018); it was
effective due to applying a convolutional neural
network and training on the representative labeled
data. The model outperforms all previous mor-
pheme segmentation models, giving F-measure up
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to 98% on morpheme boundaries. Recent works
developed two more supervised machine learning
models for morpheme segmentation with classifi-
cation for Russian words (Bolshakova and Sapin,
2019a), (Bolshakova and Sapin, 2019b). The first
is based on decision trees with gradient boosting,
while the second applies Bi-LSTM neural network.
However, they were developed for morpheme seg-
mentation applied CNN, Bi-LSTM, not applied
transformer neural network. Therefore, to study
possible ways to build a more broad supervised
model with a transformer neural network.

3 Data

A dataset for this task, the organizer integrated
all basic types of morphological databases (in-
cluding UniMorph (Kirov et al., 2018; McCarthy
et al., 2020; Batsuren et al., 2022b) – inflectional
morphology; MorphyNet (Batsuren et al., 2021)
– derivational morphology; Universal Dependen-
cies (Nivre et al., 2017) and ten editions of Wik-
tionary – compound morphology and root words)
cover 9 languages. 8 of these languages were avail-
able initially, while 1 surprise language, Mongo-
lia, was released one week before the submission
deadline. Each language had split a train and a
development sample. The amount of data for the
different languages vary in size, from 18966 (Mon-
golian) to 926098 (Hungarian). Each sample occu-
pies a single line and consists of input word, the
corresponding morpheme sequence, and the cor-
responding morphological category. Except for
Spanish, eight languages have morphological word
categories shown in table 1. All the data is available
on the Github1 page.

(1) Example Training Set

pentazole penta @@azo @@ole 010
nyala nyala 000
biots biot @@s 100

(2) Example Development Set

newspaper new @@s @@paper 011
players play @@er @@s 110
congruity congruent @@ity 010

(3) Example Test Set

hyperonym
distance

1https://github.com/sigmorphon/2022SegmentationST

To preprocess the dataset, we used the fairseq
command-line tool to binarize the training data,
making it easy for developers and researchers to
directly run operations from the terminal.

4 Model architecture

We use the character level Transformer implementa-
tion of fairseq (Ott et al., 2019). Our model is com-
posed of one encoder input word, and one decoder
output segmentation of the word. We train a mono-
lingual word segmentation model for each given
language with identical parameters, 50 epochs, 1
encoder layer, 1 decoder layer, 0.0001 learning
rate, using the Adam optimizer (Kingma and Ba,
2014) and the cross-entropy loss. Various hyper-
parameters of our Transformer model were exper-
imentally tested in several experiments. The re-
sulted model has the encoder and decoder layer
with 128 hidden units, and the batch size is 32. En-
coder and decoder more layers slightly improve the
quality (less than 0.5%), but the model became too
heavy both for training and evaluation. We also use
created checkpoints to save the checkpoint the lat-
est and the best ones. It is also a safe guard in case
the training gets disrupted due to some unforeseen
issue.

4.1 Evaluation
For the word-level segmentation shared task, the
following evaluation metrics are provided.

• Precision: fraction of correctly predicted mor-
phemes on all predicted morphemes

• Recall: ratio of correctly predicted mor-
phemes on all gold morphemes

• F-measure: the harmonic mean of the preci-
sion and recall

• Edit distance: average Levenshtein distance
between the predicted output and the gold in-
stance.

We compare our results with the baseline model, in
which the multilingual Bert tokenizer is shown in
table 2.

5 Results

Results of the evaluation are shown in Table 2,
where the leftmost column stands for the ISO-639
language code, the next one for the number of train
data, the next one for the number of test data, rest
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Word class Description Example
000 Root words Vivian - Vivian
001 Compound only snowfight - snow @@fight
010 Derivation only unafraid - un @@afraid
011 Derivation and Compound peacekeeper - peace @@keep @@er
100 Inflection only descendents - descendent @@s
101 Inflection and Compound setbacks - set @@back @@s
110 Inflection and Derivation brandishing - brand @@ish @@ing
111 Inflection, Derivation, Compound faultfinders - fault @@find @@er @@s

Table 1: Word categories.

Lang. Train size Test size Models Precision Recall F-
measure

Distance

eng 458692 57755
Transformer 84.02 83.12 83.56 0.48
Baseline 20.99 28.79 24.28 2.69

ces 30694 4000
Transformer 88.49 87.52 88.00 0.35
Baseline 22.10 19.72 20.84 2.94

fra 252671 31588
Transformer 87.48 84.14 85.78 0.72
baseline 11.08 14.00 12.37 4.32

hun 742239 95278
Transformer 96.33 95.50 95.91 0.21
baseline 20.88 27.81 23.85 3.54

ita 369208 46153
Transformer 90.38 88.74 89.55 0.58
baseline 8.12 10.54 9.18 5.35

lat 705862 88234
Transformer 97.03 95.68 96.35 0.08
baseline 6.76 13.17 8.94 4.14

mon 15171 1900
Transformer 87.99 83.32 85.59 0.58
baseline 5.89 10.59 7.57 4.51

rus 627367 78425
Transformer 95.6 93.42 94.5 0.46
baseline 13.23 14.13 13.67 7.62

spa 688673 86088
Transformer 96.33 94.33 95.32 0.29
baseline 15.76 17.91 16.76 5.20

Table 2: Comparison of our model and baseline for morpheme segmentation

of the columns stand for the evaluation metrics
provided by shared task. It is clearly seen that
our model performs much better in all evaluation
metrics than the baseline model. We expected rich
morphological language models to get lower scores
than others. However, the results show that the
English word segmentation model has a lower re-
call, precision, and f-measure scores than other lan-
guage models; even Mongolian has fewest training
data. In all metrics, the Latin word segmentation
model had the highest score. All models trained on
more than 60,000 training data have more than 90
points in the recall, precision, and f-measure score.
In table 3, we compare the f-measure score of our
model with team DeepSPIN-3 (Peters and Martins,
2022). Although our model performed poorly in

all languages, it performed competitively.

6 Conclusion

We have presented the monolingual models for mor-
pheme segmentation in 9 languages. Our model run
outperforms the baseline. Even though our models
as implemented prior to submission failed to attain
reasonable evaluations scores on the word-level
morpheme segmentation task, our results indicate
that our model has the potential to have a better
performance after fine-tuning and the good perfor-
mance of our model under varying morphological
complexity languages.

In future work, we plan on exploring multilin-
gual word-level morpheme segmentation a model.
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Language Teams F-measure

eng
NUM DI 83.56
DeepSPIN-3 93.63

ces
NUM DI 88.0
DeepSPIN-3 93.84

fra
NUM DI 85.78
DeepSPIN-3 95.73

hun
NUM DI 95.91
DeepSPIN-3 98.72

ita
NUM DI 89.55
DeepSPIN-3 97.43

lat
NUM DI 96.35
DeepSPIN-3 99.38

mon
NUM DI 85.59
DeepSPIN-3 98.51

rus
NUM DI 94.5
DeepSPIN-3 99.35

spa
NUM DI 95.32
DeepSPIN-3 99.04

Table 3: Comparison of our model and model of the
best team for word-level morpheme segmentation
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