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Preface

We are glad to pen the first few words for the proceedings of SIGDIAL 2022, the 23rd Annual Meeting of
the Special Interest Group on Discourse and Dialogue. The SIGDIAL conference is a premier publication
venue for research in discourse and dialogue. This year the conference is organized as a hybrid event with
both in-person and remote participation on September 7-9, 2022, at Heriot-Watt University, Edinburgh,
Scotland, and is hosted by the Interaction Lab and the National Robotarium.

The SIGDIAL 2022 program features 3 keynote talks, 6 sessions of in-person paper presentations,
including the special session on Natural Language in Human-Robot Interaction (NLiHRI), 2 in-person
mixed demo and poster sessions, and 5 remote presentation sessions. The 2022 Young Researchers’
Roundtable on Spoken Dialog Systems (YRRSDS 2022) is also being held as a satellite event, just
before SIGDIAL, on September 5-6.

SIGDIAL received 140 submissions this year, comprising 79 long papers, 49 short papers, and 12 demo
descriptions. We had 14 Senior Program Committee (SPC) members who were each responsible for
9-11 papers, leading the discussion process and also contributing with meta-reviews. Each submission
was assigned to an SPC member and received at least three reviews. Decisions carefully considered
the original reviews, meta-reviews, and discussions among reviewers facilitated by the SPCs. We are
immensely grateful to the members of the Program Committee and Senior Program Committee for their
efforts in providing excellent, thoughtful reviews of the large number of submissions. Their contributions
have been essential to selecting the accepted papers and providing a high-quality technical program for
the conference. We have aimed to develop a broad, varied program spanning the many positively-rated
papers identified by the review process. We therefore accepted 64 papers in total: 37 long papers (47%),
19 short papers (39%), and 8 demo descriptions, for an overall acceptance rate of 45.7%. The topics to
be presented demonstrate the current breadth of research in discourse and dialogue.

In organizing this hybrid in-person/ remote conference, we have tried to maintain as much of the spirit of
a fully in-person conference as possible, allowing opportunities for questions and discussion. Recordings
for all remote papers and demos will be made available, and will be played to the audience in the
conference auditorium, with an opportunity for authors to answer questions live online. We have also
set up slack channels for online discussions. Long remote papers will each be presented as a seven-
minute pre-recorded talk followed by three minutes of live Q&A, and short/demo remote papers will be
presented as a four-minute pre-recorded talk followed by three minutes of live Q&A. A conference of
this scale requires the energy, guidance, and contributions of many parties, and we would like to take this
opportunity to thank and acknowledge them all.

We thank our three keynote speakers, Yun-Nung (Vivian) Chen (National Taiwan University), Angeliki
Lazaridou (DeepMind), and Giuseppe Carenini (University of British Columbia), for their inspiring talks
on "Robustness, Scalability, and Practicality of Conversational AI”, "On opportunities and challenges
on communicating using Large Language Models”, and "Unlimited discourse structures in the era of
distant supervision, pre-trained language models and autoencoders”. We also thank the organizers of the
special session: "Natural Language in Human-Robot Interaction (NLiHRI)”. We are grateful for their
coordination with the main conference.

SIGDIAL 2022 is made possible by the dedication and hard work of our community, and we are indebted
to many. The conference would not have been possible without the advice and support of the SIGDIAL
board, particularly Gabriel Skantze and Milica Gasic. The hybrid nature of the conference inevitably
increases the workload for the organizers, and so special thanks go to Daniel Hernández Garcia for his
tireless effort in managing the website with timely updates, and to the team handling various online
aspects of participation: Angus Addlesee, Arash Ashrafzadeh, Bhathiya Hemanthage, Selina Meyer, and
Nikolas Vitsakis. Many thanks also go to Tanvi Dinkar, Amit Parekh, and Weronika Sieinska for their

iv



support with local arrangements.

We would also like to thank the sponsorship chair David Vandyke, who has been our SIGDIAL
ambassador to industry year after year. He continues to bring to the conference an impressive panel
of conference sponsors. We thank David for his dedicated effort. We gratefully acknowledge the support
of our sponsors: LivePerson (Platinum), Apple (Gold), Alana (Gold), Toshiba Research Europe (Silver),
and Furhat Robotics (Bronze). In addition, we thank Malihe Alikhani, the publication chair, and Ondřej
Dušek, the mentoring chair for their dedicated service.

Finally, it is our great pleasure to welcome you physically and remotely to the conference. We hope that
you will have an enjoyable and productive experience, and leave with fond memories of SIGDIAL 2022.
With our best wishes for a successful conference.

Fàilte gu Alba !

Oliver Lemon, General Chair

Junyi Jessy Li, Dilek Hakkani-Tur, Program Co-Chairs
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Keynote Abstracts

Keynote 1 - Robustness, Scalability, and Practicality of Conversational AI
Yun-Nung (Vivian) Chen
National Taiwan University

Abstract

Even conversational systems have attracted a lot of attention recently, there are many remaining
challenges to be resolved. This talk presents three different dimensions for improvement: 1) Robustness
— how to deal with speech recognition errors for better language understanding performance, 2)
Scalability — how to better utilize the limited data, and 3) Practicality — how to naturally perform
recommendation in a conversational manner. All directions enhance the usefulness of conversational
systems, showing the potential of guiding future research areas

Biography

Yun-Nung (Vivian) Chen is currently an associate professor in the Department of Computer Science
Information Engineering at National Taiwan University. She earned her Ph.D. degree from Carnegie
Mellon University, where her research interests focus on spoken dialogue systems and natural language
processing. She was recognized as the Taiwan Outstanding Young Women in Science and received
Google Faculty Research Awards, Amazon AWS Machine Learning Research Awards, MOST Young
Scholar Fellowship, and FAOS Young Scholar Innovation Award. Her team was selected to participate
in the first Alexa Prize TaskBot Challenge in 2021. Prior to joining National Taiwan University, she
worked in the Deep Learning Technology Center at Microsoft Research Redmond.
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Keynote 2 - On opportunities and challenges on communicating using Large Language
Models
Angeliki Lazaridou
DeepMind

Abstract

From science fiction to Turing’s seminal work on AI, language and communication have been among the
central components of intelligent agents. Towards that dream, the new-generation of large language
models (LLMs) have recently given rise to a new set of impressive capabilities, from generating
human-like text to engaging in simple, few-turn conversations. So, how close do LLMs bring us to
being able to interact with such intelligent agents during our lifetime? In this talk, I will review key
recent developments on LLMs by the community and I will discuss these in the context of advancing
communication research. At the same time, I will also highlight challenges of current models in
producing goal-driven, safe and factual dialogues. Capitalizing on their strengths and addressing their
weaknesses might allow us to unlock LLMs full potential in responsibly interacting with us, humans,
about different aspects of our lives.

Biography

Angeliki Lazaridou is a Staff Research Scientist at DeepMind. She received a PhD in Brain and Cognitive
Sciences from the University of Trento. Her PhD initially focused on developing neural network models
and techniques for teaching agents language in grounded environments. However, one day in late 2015,
while walking towards the lab she realized that interaction and communication should play a key role in
this learning . This was the beginning of her work in deep learning and multi-agent communication. In
the following years, she looked at this fascinating problem from many different angles: how to make this
learning more realistic or how to extend findings from cooperative to self-agents and even how to make
this communication resemble more natural language. Currently, she spends most of her time thinking
and working on how to best make language models be in sync with the complex and ever-evolving world.
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Keynote 3 - Unlimited discourse structures in the era of distant supervision, pre-trained
language models and autoencoders
Giuseppe Carenini
University of British Columbia

Abstract

Historically, discourse processing relies on human annotated corpora that are very small and lack
diversity, often leading to overfitting, poor performance in domain transfer, and minimal success of
modern deep-learning solutions. So, wouldn’t it be great if we could generate an unlimited amount
of discourse structures for both monologues and dialogues, across genres, without involving human
annotation? In this talk, I will present some preliminary results on possible strategies to achieve this goal:
by either leveraging natural text annotations (like sentiment and summaries), by extracting discourse
information from pre-trained and fine-tuned language models, or by inducing discourse trees from task-
agnostic autoencoding learning objectives. Besides the many remaining challenges and open issues,
I will discuss the potential of these novel approaches not only to boost the performance of discourse
parsers (NLU) and text planners (NLG), but also lead to more explanatory and useful data-driven theories
of discourse.

Biography

Giuseppe Carenini is a Professor in Computer Science and Director of the Master in Data Science at
UBC (Vancouver, Canada). His work on natural language processing and information visualization to
support decision making has been published in over 140 peer-reviewed papers (including best paper at
UMAP-14 and ACM-TiiS-14). Dr. Carenini was the area chair for many conferences including recently
for ACL’21 in “Natural language Generation”, as well as Senior Area Chair for NAACL’21 in “Discourse
and Pragmatics”. Dr. Carenini was also the Program Co-Chair for IUI 2015 and for SigDial 2016. In
2011, he published a co-authored book on “Methods for Mining and Summarizing Text Conversations”.
In his work, Dr. Carenini has also extensively collaborated with industrial partners, including Microsoft
and IBM. He was awarded a Google Research Award in 2007 and a Yahoo Faculty Research Award in
2016.
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