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Abstract
Gender discrimination is a serious and
widespread problem on social media and online
in general. Besides offensive messages, memes
are one of the main means of dissemination for
such content. With these premises, the MAMI
task was proposed at the SemEval-2022, which
consists of identifying memes with misogynous
characteristics. In this work, we propose a so-
lution to this problem based on Mask R-CNN
and VisualBERT that leverages the multimodal
nature of the task. Our study focuses on observ-
ing how the two sources of data in memes (text
and image) and their possible combinations im-
pact performances. Our best result slightly ex-
ceeds the higher baseline, but the experiments
allowed us to draw important considerations re-
garding the importance of correctly exploiting
the visual information and the relevance of the
elements present in the memes images.

1 Introduction

Even though many advances and initiatives have
been carried on in the last decades, misogyny and
gender discrimination still represent a serious so-
cial problem. Comments and posts with hate mes-
sages or bad jokes having the female gender as the
target are published every day on social networks.
Memes are the most popular means of communi-
cation on the internet. A meme basically is an
image with overlayed text. The combination of
image and text should transmit in a clear and di-
rect way a message, which is often funny or ironic.
However, many users use them to spread hate or
discriminatory messages against certain categories
of people. Considering the number of contents that
are published online every moment, social network
administrators require automatic tools to identify
and remove this type of memes. Such tools can
be an effective way to fight and stop sexist and
misogynous manifestations online.

For the SemEval-2022 it has been proposed
the Multimedia Automatic Misogyny Identification

(MAMI) task (Fersini et al., 2022), which consists
of identifying misogynous memes.

In this work, we present our proposed solution
for subtask A of MAMI, which is a binary classifi-
cation problem where a meme must be categorized
as misogynous or non-misogynous. Our solution
exploits the multimodal nature of the available data
(a meme is represented by a pair image - overlayed
text) by using a VisualBERT model together with
a Mask R-CNN. Our solution classified 35th out
of 69 participants, getting an F1 score 2% higher
than the best baseline. Beyond metric values, our
work highlights the different importance of various
visual elements and how their usage can affect the
performances.

2 Task Overview

The purpose of MAMI is identifying misogyny con-
tents and messages within memes through the use
of visual and textual information. Organizers set up
this task as a competition, providing an annotated
dataset and proposing two different sub tasks.

2.1 Dataset

The training dataset contains 10000 memes. Each
sample is composed of a pair (image, text) cor-
responding to the visual and textual information
inside the meme.All texts transcripts are already
extracted from pictures and available in English lan-
guage. Data samples are labeled with five different
binary tags, each aimed at identifying a different
type of hate content: misogyny, objectification, vi-
olence, stereotype and shaming. More than one
class can characterize a single data sample.

During the final phase of the MAMI challenge,
task organizers released a test dataset, made by
1000 elements, which labels were released at the
end of the competition only. Therefore, we decided
to reserve 25% of the labeled training samples for
the validation set to perform our experiments.

In addition to general information, we compute
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some image-related statistics to analyze and com-
pare all dataset splits. In particular, we use Mask R-
CNN (He et al., 2018) classification and bounding-
box regression branches to identify which, how
many and how large are the most frequent ele-
ments within the images. We try two different
Mask R-CNN pretraining: the former trained on
COCO (Lin et al., 2015) (91 classes) while the lat-
ter trained on LVIS version 0.5 (Gupta et al., 2019)
(1230 classes).

Computed statistics for both mask R-CNN pre-
trainings are reported in Table 1. Comparing the
two, it is possible to observe how the COCO
pretraining allows identifying elements in greater
quantity and of greater dimensions than the LVIS
one. This is a strange result considering the higher
number of classes contained in LVIS. Looking
in detail at the detected objects we noticed that
the majority of elements identified by the COCO-
pretrained network belong to the class "person"
(∼ 63% for train and validation, ∼ 68% for test).
This category is not present among those of LVIS,
which instead detects as most popular categories
some types of clothing and jewelry, such as swim
suits, dresses, necklaces and earrings (each appear-
ing at most in ∼ 8% of predicted classes). More-
over, COCO pretraining performs better also in
other domains different from photos, such as draw-
ings and cartoons, where LVIS pretraining is often
not able to detect and extract any relevant patch. A
last noteworthy fact is the dimensional discrepancy
between the test and the other splits when using
the COCO pretraining. Even though the detected
object ratio is lower on the test set, the percentage
of covered picture is higher, implying that elements
in test images are larger but in less quantity than in
the other splits.

2.2 Sub-tasks

Regarding the goals of the challenge, the MAMI
task is split up into two sub-tasks:

• Sub-task A consists of a binary classifi-
cation problem, where each sample/meme
must be categorized as misogynous or non-
misogynous. The two classes are balanced.

• Sub-task B is a multi-class and multi-
label classification problem, where each
meme/sample must be assigned labels belong-
ing to 5 different classes: misogynous, stereo-
type, shaming, objectification, and violence.

It is an advanced task since the labels identify
more in-depth the type of offensive content
and the classes are unbalanced.

Our team worked on a solution for sub-task A only.

3 Related Works

Hate speech detection in text data has been deeply
studied in the last few years. State-of-the-art ap-
proaches usually apply transformers-based meth-
ods achieving impressive results. (Mozafari et al.,
2020) for example proposed different hybrid ar-
chitectures to fine-tune a BERT model (Devlin
et al., 2019) for detecting offensive tweets. How-
ever, identifying hate content in multimodal data
requires correlating visual and textual information
and introduces an additional challenge. Multi-
modal transformers, such as VisualBERT (Li et al.,
2019) and ViLBERT (Lu et al., 2019), are currently
the state-of-the-art models for these types of prob-
lems.

In 2020 Facebook AI organized the Hateful
Memes Challenge (Kiela et al., 2021). The compe-
tition was similar to MAMI and consisted of cate-
gorizing a meme as hateful or non-hateful. The
dataset contained memes with various types of
hate messages (e.g. targeting an ethnicity, a re-
ligion, or the sexual orientation of people). Win-
ning solutions all used ensembles of multimodal
transformers-based networks. (Zhu, 2020) won
the competition using a complex and task-specific
pipeline to extract additional information from the
data with which to fine-tune multimodal transform-
ers networks. (Muennighoff, 2020) and (Velioglu
and Rose, 2020), who ranked respectively second
and third, proposed simpler ensemble methods
based on VisualBERT and VilBERT-derived archi-
tectures.

Many other works regarding meme analysis for
hate speech detection can be found in the literature.
Each has its own peculiarities, often related to in-
formation extraction techniques, especially from
the visual content. Among them, the most used are
text removal, object detection, image captioning,
and entity recognition, such as in (Deshpande and
Mani, 2021), (Pramanick et al., 2021) and (Lee
et al., 2021).

4 Method

In this section, we present architectures and prepro-
cessing steps used to address sub-task A of MAMI.
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COCO LVIS

Split Size Detected
Objects

Objects
Ratio

Selected
Area

Detected
Objects

Objects
Ratio

Selected
Area

Train 7500 21480 2.86 51.55% 13665 1.82 13.20%
Validation 2500 7174 2.87 52.31% 4460 1.78 12.79%
Test 1000 2490 2.49 60.89% 1439 1.44 12.29%

Table 1: dataset statistics related to image content. For each split and for each pretraining version of Mask R-CNN
are reported the total number of detected objects, the average number of elements per image and the average
percentage of pixels per image contained in all the selected boxes .

First of all, we exploit single modalities separately,
through state-of-the-art deep models, to investigate
their relevance and the quantity of information they
carry on. Subsequently, we combine image and
text embeddings to estimate the performance of a
multimodal approach.

The strategies mentioned above can be consid-
ered as three baseline models in which the informa-
tion from each modality is retrieved without taking
into account the other one and then used both alone
or together. Afterward, we adopt early fusion meth-
ods to create a more informative embedding of a
whole meme, extracting information jointly from
both modalities with the same model. This allows
to directly obtain a final representation depending
on both text and image, thus removing the need for
a fusion point between unimodal embeddings.

4.1 Text Encoding

Transformer architectures (Vaswani et al., 2017)
are currently the state-of-the-art models in NLP
as regards the generation of textual embedding.
Among them, BERT (Devlin et al., 2019) is the
most renowned sentence encoder, with top-level
performances in encoding sentence semantics.

Our text-based baseline model exploits BERT
encoder to convert the input sentence into a 768-
dimensional embedding vector, obtained with a
mean pooling operation over all the output tokens.
The classification is accomplished by a single fully
connected layer. Both sentence encoder and classi-
fication head are trained end-to-end.

4.2 Image Encoding

Convolutional Neural Networks (LeCun et al.,
1999) are the type of model most commonly em-
ployed in image analysis. CNNs consist of a stack
of convolutional layers that extract visual elements
from the image, assigning each an appropriate rele-
vance. Among all CNNs, VGG16 (Simonyan and

Zisserman, 2015) is one of the most known and
used.

Our image-based baseline end-to-end model
uses the VGG16 feature extractor along with
a multi layer perceptron to obtain a 2048-
dimensional embedding vector from the entire orig-
inal input image. Once again, the classification
is accomplished by an additional fully connected
layer, as happens for the text, and the two pieces of
architecture are trained end-to-end.

4.3 Multimodal Fusion

As a naive multimodal solution, we combine each
modality embedding extracted with the previously
described techniques. Adopting this implementa-
tion we build an end-to-end architecture with two
input branches, one for each modality, and a single
classification head that takes as input the concatena-
tion of text and image representation vectors, thus
setting a late fusion point in the system.

4.4 Multimodal Extraction

Baseline architectures presented in previous sub-
sections suffer from several disadvantages. First
and foremost, the choice of fusion point is a criti-
cal decision during the construction of multimodal
architectures. A late fusion point does not allow
information contained in one modality to affect the
embedding creation of the others, limiting the in-
fluence between modalities only through the back-
propagation steps along with the end-to-end archi-
tecture. On the other hand, an early fusion has
proven to be the best choice for a wide range of
other tasks, such as in (Barnum et al., 2020) and
(Peinelt et al., 2020).

Another weakness is the usage of the entire in-
put image. The overlayed text in memes is often
characterized by a showy style. Since transcrip-
tions are available and typography is unlikely to
bring any useful information about hate content,
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the text should be removed from the pictures, or
simply not considered, to avoid affecting the image
representations with noise data.

VisualBERT (Li et al., 2019) is a novel trans-
former designed to address vision-and-language
tasks. It reuses self-attention mechanism to align
elements of the input text and regions in the input
image. VisualBERT is able to address all the weak-
nesses highlighted above. Input tokens originate
from both text and image concurrently, implicitly
setting an early fusion point at the model input
stage. Furthermore, image input tokens are typi-
cally extracted from the original picture as small
patch representations, instead of using the whole
figure, allowing to focus on important details and
ignoring text, background and noise elements. This
architecture has been successfully applied to other
tasks involving memes (Velioglu and Rose, 2020).

The criterion adopted to select the input patches
is based on Mask R-CNN. The same pretrainings
mentioned in the dataset sections are used to re-
trieve multiple Region Of Interest (ROI) in the pic-
ture. Then, if a ROI overcomes a fixed confidence
threshold, it is select as input token for VisulBERT.

Similarly to BERT, VisualBERT provides a 768-
dimensional vector for each input tokens, based on
both image and text information, that is finally fed
as input for the fully connected classification layer.

5 Experimental Results

5.1 Experimental Design

We try several configuration of the proposed archi-
tecture. During the ROIs identification step we ex-
ploit both COCO and LVIS pretraining, feeding the
model with the patches coming from both Mask R-
CNN versions, both separately and simultaneously.
Another setting of our architecture concerns the
use of transformer output embeddings as input for
the classification head: we feed the final fully con-
nected layer with both the CLS token embedding
only and the average of all input token embeddings.
During our experiments, one of the major issues
we faced was the small dimension of the dataset
and, consequently, the risk of overfitting. Thus, we
used our validation set, obtained with an hold-out
splitting as described in 2.1, to monitor the model
performance during training. Then, the test set is
evaluated selecting the best model according to the
results obtained on validation set. Task organizers
designated the F1 score as the official metric for
the competition, so we used it for model selection.

Algorithms’ configuration. We train our models
for 25 epochs to minimize BCE loss with AdamW
(Loshchilov and Hutter, 2019), using a batch size
of 32 and 10−5 as learning rate. Many of the best
models were obtained within of the first 10 epochs,
so there were no need for longer training sessions.
For the sake of reproducibility, the code is publicly
available in the project repository 1.

Hardware Settings. Experiments were per-
fomed on a machine equipped with AMD® Ryzen
9® 3950X CPU, Nvidia® RTX 3090 GPU, and 128
GB of RAM running Ubuntu 21.10.

5.2 Results

Table 2 shows F1 scores on validation and test set
of our baselines and proposed methods. We also
report the best organizers baseline result, which
was released at the end of competition.

As we can see, VisualBERT methods per-
form slightly better than our baseline approaches.
Among them, the unimodal BERT and the multi-
modal fusion method turn out to be our best base-
lines on the validation and test sets respectively,
while exploiting visual information only gives un-
satisfactory results. This leads us to formulate
some considerations about the nature of the task.
First of all, not in all memes the quantity of rele-
vant information is equally distributed between the
two data sources (image and text). Indeed, some
memes can be formed by a neutral image but a
very offensive text or by a neutral or ironic test
and a tacky image. The former can be success-
fully recognized by a text-only approach, which
can manage to classify also the latter if correctly
trained on identifying malicious messages in ironic
texts. On the contrary, image-only methods can
only spot misogyny in memes with explicit offen-
sive images. Furthermore, simple approaches that
focus on whole images like our VGG16 will fail to
link different objects in the image scene and to un-
derstand the context depicted in it. As a result, the
network will work properly only if the meme im-
age clearly contains the target of the hate message
(e.g. a woman on the foreground).

However, in some misogynous memes the hate
message is formed by the combination of an ap-
parently innocent meme and a neutral text. Vi-
sualBERT should be capable of merging the two

1The GitHub project repository is available
at https://github.com/VaianiLorenzo/
SemEval-2022-MAMI
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sources of information and putting them into con-
text, identifying these subtle cases. Indeed, it sig-
nificantly outperforms baseline methods in both
validation and test set.

Focusing on the VisualBERT-based methods, we
found that using the CLS token over the average of
the output embeddings for the classification gave
better results in general. We can see from Table 2
that all the three pretraining modalities for Mask
R-CNN led to similar results on the validation set,
with the LVIS one performing slightly better and
achieving an F1 score of 0.823. However, when
evaluating on the test set, VisualBERT with Mask
R-CNN pretrained on the COCO dataset performed
the best, with an F1 score of 0.67 and an improve-
ment of 4% over the other two methods and 2%
compared with task organizers baseline. Accord-
ing to the results, giving VisualBERT features from
both pretrained modalities gave no improvement.
The motivation behind this can be the high over-
lap probability between patches: combining them
brings no additional information and introduce re-
dundancy.

The performance gap between the COCO-
pretrained model and the LVIS one on the test set
compared to the validation can be explained by the
statistics described in Section 2.1. The pretrain-
ing on COCO allows the Mask R-CNN to detect
ROIs containing whole people, that is, it allows to
provide to VisualBERT features regarding the po-
tential targets of the misogynous messages. Since
more people are found in the test set images, Visual-
BERT can exploit the visual information in a more
effective way in those memes. Some examples of
critical types of memes discussed in this section
and their analysis can be found in the Appendix A.

Due to the limited number of examples, our mod-
els showed signs of overfitting after a few epochs.
Using the whole available training set brought no
improvements. Hence, we tried some solutions to
help the model to generalize better on unseen data.
We did a pre-train phase where we applied our
VisualBERT to the Hateful Memes task before fine-
tuning it on the MAMI one with a lower learning
rate. Unfortunately, this did not bring any improve-
ment. The model only converged faster on the
MAMI training set, maybe due to a similarity be-
tween the data of the two competitions. Afterward,
we tried to keep the VisualBERT layers frozen and
gradually unfreezing them during training, but also
in this case we got no improvements.

Model Val F1
score

Test F1
score

Task Baseline - 0.650
BERT 0.786 0.607
VGG16 0.696 0.571
BERT + VGG16 0.756 0.628
VB (COCO) 0.811 0.670
VB (LVIS) 0.823 0.631
VB (LVIS + COCO) 0.818 0.632

Table 2: F1 scores of our VisualBERT-based architec-
tures compared with both our and organizers baselines.
Best results obtained for validation and tests splits are
underlined and highlighted in bold respectively.

6 Conclusions and Discussion

In this work we demonstrate how leveraging the
multimodal nature of data allows to achieve a sig-
nificant boost in performance when facing tasks
involving memes. Moreover, we confirm that an
early fusion point between modalities implemented
using VisualBERT, the current state-of-the-art ar-
chitecture for vision-and-language tasks, can lead
to satisfactory results to the MAMI task. The re-
liability of this model allows us to focus on other
crucial aspects of the problem, such as the data to
use as input to the network. While unimodal trans-
formers successfully identify offensive content in
textual data, state-of-the-art computer vision mod-
els obtain lower results on this task when analyzing
visual information only. Catching the message of a
meme requires understanding the context created
by the text and the various elements depicted in
the image. A deep learning model will struggle
to form this context if the visual data are analyzed
as a whole. Therefore, we have to first extract the
relevant parts from the image and use their features
separately as input to our multimodal network. By
doing this, VisualBERT is capable of correlating
text and visual scene to create the aforementioned
context. Our experiments showed that the most
relevant elements in the images are people, likely
the target or the offender mentioned in the text.

Despite these discoveries, the extraction of infor-
mation from the pictures remains the main obstacle
of this task. As a future work, we plan to thor-
oughly investigate the content analysis of images.
In particular we would like to enrich the prepro-
cessing stage, performing captioning and entity
detection of the image, in order to transpose some
visual information in textual format.
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A Memes Examples

(a) Meme with a neutral image and offensive text. (b) Meme with neutral/ironic text and tacky image.

Figure 1: two example of misogynous memes where one of the two modalities, image in (a) and text in (b), contains
neutral and /or not useful information according to the task goal. These memes highlight the importance of a
multimodal approach.

(a) misogynous meme. (b) not misogynous meme.

Figure 2: Two memes from test set depicting a woman in the foreground. The image-only baseline model classifies
both memes as misogynous, probably due to the presence of a woman as main element in the picture. On the other
hand, our best performing model predicts the appropriate label, demonstrating that the text is definitely needed to
correctly classify these type of memes.
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Figure 3: Two misogynous memes depicting several people. The highlighted boxes are the Mask R-CNN ROIs:
red ones from the COCO pretraining and blue ones from the LVIS pretraining. As we can see, people are detected
only by the former, while the latter retrieves mainly small objects. Moreover, it is possible to notice blue boxes are
often contained in red ones, justifying why using COCO and LVIS pretraining jointly there is no improvement in
performances.

Figure 4: Two misogynous memes with cartoon style. The bounding boxes are all retrieved with Mask-R CNN
pretrained on COCO, which is able to detect people also in images other than photos. On the contrary, the LVIS-
pretrained model is often not able to identify any details in these kind of pictures.
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