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Abstract

A logistic regression model only fed with char-
acter and word n-grams is proposed for the
SemEval-2022 Task 4 on Patronizing and Con-
descending Language Detection (PCL). It ob-
tained an average level of performance, well
above the performance of a system that tries to
guess without using any knowledge about the
task, but much lower than the best teams. To
facilitate the interpretation of the performance
scores, the F1 measure, the best level of perfor-
mance of a system that tries to guess without
using any knowledge is calculated and used to
correct the F1 scores in the manner of a Kappa.
As the proposed model is very similar to the
one that performed well on a task requiring to
automatically identify hate speech and offen-
sive content, this paper confirms the difficulty
of PCL detection.

1 Introduction

This paper presents the SATLab’s participation in
SemEval-2022 Task 4: Patronizing and Conde-
scending Language Detection. It is a very recent
task that aims at identifying passages in texts in
which a person is condescending to a vulnerable
community (Pérez-Almendros et al., 2020; Wang
and Potts, 2019). The task organizers have pro-
posed to identify this type of discourse in para-
graphs extracted from news stories published in
English-speaking media.

The Patronizing and Condescending Language
(PCL) Detection task is part of the large family of
tasks that aim at automatically identifying prob-
lematic language, whether in media or on social
networks. Examples include the detection of hate
speech and offensive content, fakenews and hy-
perpartisan news (Kiesel et al., 2019). The PCL
challenge, however, differs from these cases in one
important characteristic. As pointed out by (Pérez-
Almendros et al., 2020), using PCL is not always
conscious and the intention of its author is often

positive. Nevertheless, PCL tends to indirectly de-
mean the community in question and reinforce neg-
ative stereotypes about it. It is therefore important
to develop procedures to identify it.

Recently, the SATLab performed well on a task
requiring to automatically identify hate speech and
offensive content in tweets using a classical super-
vised algorithm only fed with character n-grams
(Bestgen, 2021b). It was especially effective for
resource-poor languages (e.g., Marathi). For En-
glish, its performance (F'1 = 0.782) was aver-
age, but nevertheless relatively close to the best
team (F'1 = 0.831) that used complementary re-
sources, pre-trained embeddings and deep learning
approaches. These performances suggest that the
proposed approach could be a interesting baseline
to evaluate the benefits of these more complex ap-
proaches.

The goal of SATLab’s participation in the PCL
detection task was to evaluate whether this find-
ing can be generalized to this new task. A priori,
one might think that the performance of the system
should be significantly worse here for two reasons.
First, this task seems to be much more difficult
because of the complex language means of expres-
sion on which it relies and the considerable amount
of world knowledge and common sense reasoning
required to understand this type of language (Pérez-
Almendros et al., 2020). Secondly, this task is only
proposed for English, a language for which many
additional resources are available.

The rest of this document presents the task (see
Pérez-Almendros et al. (2022) for more details),
the proposed system and the performances reached
in the challenge.

2 Task

For this challenge, the organizers extracted para-
graphs mentioning predefined vulnerable commu-
nities, such as homeless people, migrants or poor
families, in news stories from various media in dif-
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ferent countries, all in English. Each paragraph was
annotated according to whether or not it contained
one or more instances of PCL. Annotators were
also asked to identify the type of PCLs present in a
paragraph using seven categories.

On this materials, the SATLab participated in the
two tasks proposed by the organizers. The first task
consists in deciding whether a paragraph contains
some kind of PCL or not. It is thus a classical
binary decision task.

The second task is a fine categorization task in
seven positive and one negative categories. The
seven positive PCL categories are: a)! Unbalanced
power relations, b) Shallow solution, c) Presuppo-
sition, d) Authority voice, e) Metaphor, f) Compas-
sion, g) The poorer, the merrier. It is important
to note that this categorization is non-exclusive: a
single instance can be an example of two, three,
four and even five categories. I treated this second
problem as Task 1 and thus as seven independent bi-
nary problems, the predictions of the seven models
being simply concatenated in the final submission.
For this second task, the organizers also provided
the precise position of the text areas that had been
identified by the annotators as warranting the as-
signment of a given category. This information was
not used.

The dataset provided by the organizers to de-
velop the systems consisted of 10,469 instances
(but one, id = @Q16852855, contained no text).
It was highly unbalanced for Task 1 with only 9.5%
positive instances. The distribution was even more
unbalanced in Task 2 since it contained the same
proportion of negative cases. The most frequent
positive category (a) represented 6.84% of the total
instances and the least frequent only 0.38%.

For the system development phase, the organiz-
ers proposed a division of the paragraphs into a
learning set (80%) and a development set. The
test set used in the final evaluation of the sys-
tems, whose responses were therefore unknown,
consisted of 3,832 paragraphs.

The measure of effectiveness chosen by the orga-
nizers was the F1-score on the positive category for
Task 1 and the unweighted average of the F1-scores
on the seven PCL categories for Task 2.

'The letters are used to identify these categories in Table 2
and 4.
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Condition Char Word Combi
F1 0.443 0.440 0.468

Table 1: Performance on the development set

3 System

The proposed system is adapted from the SATLab’s
participation at HASOC 2021. It is based on the
following components.

3.1 Features

The only features used were character and word
n-grams. These n-grams were extracted from the
lowercased paragraphs. The character n-grams had
a length between 1 and 7. The extracted word
n-grams contained from 1 to 4 words. The tok-
enization provided in the materials was used. All
n-grams present at least twice in the materials were
extracted.

3.2 Weighting schema

BM25 (for Best Match 25) was used to weight
the frequency of the features in each paragraph
(Robertson and Zaragoza, 2009; Bestgen, 2021a).
It is a kind of TF-IDF with specific choices for each
of the two components, but above all it takes into
account the length of the document. Its classical
formula is:

tf
dl
N —df +05

df +0.5

BM25 =

x log

in which ¢ f refers to the frequency of the term in
the paragraph, N is the number of paragraphs in
the set, df the number of paragraphs that include
the term, dl the length of the paragraph and avgy;
the average length of the paragraphs in the set. The
parameter k; was set to 2 and b to 0.75.

3.3 Regularization

The feature values for each paragraph were regular-
ized using the L2 norm.

3.4 Supervised learning procedure

These character and word n-grams were the only
features provided to the supervised learning pro-
cedure: the L2-regularized logistic regression as
implemented in the LIBLinear package (Fan et al.,
2008). This procedure is extremely fast and very



Sub P Tl T2a T2b T2c T2d T2e T2f T2g
1 C 3.1 475 095 055 035 025 095 0.014
wl 180 500 1,600 1,300 700 1,250 850 1,400
2 C 2 375 090 070 065 040 145 0.016
wl 50 300 2,000 1,500 1,400 750 1,750 1,800
Table 2: Parameters for the two submissions for each task
simple to implement because it only requires the op- Rank Id Prec. Rec. Fl1-Score
timization of two parameters: the regularization pa- X
S . . 1 First 0.646 0.656 0.651
rameter C' and —w4 which allows to adjust this pa- 4 . 4 4
rameter C' for the positive category, the one which 3 Baseline  0.394  0.653 0491
54 SATLab 0.348 0.552 0.427

has the most influence in the efficiency measure.
It should be noted that during the development pe-
riod of the system, tests were carried out with an
approach much slower and much more complex
to optimize: a gradient boosting decision tree as
implemented in the LightGBM free software (Ke
et al., 2017). But, this approach was abandoned
because it did not improve the efficiency of the
system.

3.5 Comparison to HASOC

The main difference between this system and the
one used for HASOC 2021 is the addition of word
n-gram. This decision was made during the de-
velopment phase of the system, carried out on the
basis of the division of the materials into a train set
and development set as provided by the organizers.
Table 1 shows the F1-scores on the positive cate-
gory for the models based on each n-gram type and
their combination. The parameters were optimized
directly on the development set, which obviously
raises the concern of overfit, but it can be assumed
to be similar for each condition compared. As we
can see, the two types of n-grams produce very
similar performances and the combination brings a
small benefit. The addition of word n-grams means
that the system can no longer be considered com-
pletely language agnostic like the HASOC system,
because it relies on the tokenization provided by
the organizers and because a number of characters,
such as punctuation marks, are removed.

4 Results

The system just described is identical for the two
tasks, the only differences being in the parameters
of the logistic regression which were optimized
independently for each task and for each target
category in Task 2. For the two final submissions,

Table 3: Results for Task 1 (N =79)

these parameters were optimized by a 5-fold cross-
validation procedure applied to the combination
of the training and development sets using several
steps of exhaustive grid search.

The parameters employed for each submission
are given in Table 2. The parameters for the
first submission were those that produced the best
overall performance in the cross-validation experi-
ments while those for the second submission corre-
sponded to a model producing close performance,
but in which the difference between precision and
recall for the target categories was as small as pos-
sible.

As can be seen in this table, the parameter values
are often very different in the two versions while
the performance of the models was very close.

Tables 3 and 4 show the performance of the bet-
ter of the two submissions on the test set, as pro-
vided by the organizers. For Task 1, submission
1 performed better while submission 2 performed
better for Task 2. The differences between the two
submissions for the two tasks are however very
small, less than 0.005. These two tables also give
the performance of the first team in the challenge as
well as that of the Roberta-based Baseline proposed
by the organizers.

The proposed system outperformed the Roberta-
based Baseline in Task 2, but not in Task 1. It
ranked in the middle of the participants at best,
very far from the challenge winners. It is unfor-
tunate (for the SATLab at least) that the task was
not proposed in languages with less resources and
precomputed embeddings, making the use of Deep
Learning much more easier.
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Rank Id a b c d e f g Mean F1
1 First 0.656 0.529 0.369 0.407 0.359 0492 0471 0.469
24 SATLab 0.424 0.331 0.170 0.232 0.175 0.315 0.142 0.256
38 Baseline 0.354 0 0.167 0 0 0.209 0 0.104

Table 4: Results
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Figure 1: Corrected F1 for all teams in Task 1.

It is interesting to note that the performances
obtained on the test set is only slightly lower than
those obtained when optimizing the parameters by
a cross-validation procedure on the training set.
For task 1, this performance on the training set was
only 0.03 higher and, on task 2, only 0.008. This
suggests that the optimization did not produce an
overfit.

The comparison of the system’s performance to
that of the best team for the seven categories (Ta-
ble 4) shows that for none of the categories does
the system manage to come close to this bench-
mark. The differences are always approximately
0.20, except a) Unbalanced power relations, which
is by far the most frequent category, and for g) The
poorer, the merrier, which is by far the rarest in
the learning set, categories for which they are even
higher. The more than limited effectiveness of the
system does not seem to justify a detailed analysis
of its errors.

While the Fl-score has become the standard
of evaluation for NLP categorization tasks, its
interpretation is not obvious. One may wonder
whether a Mean F1 of 0.256 (Task 2) represents
a prediction of at least an acceptable value. A
priori, this does not seem to be the case. On
the other hand, the large differences in the
frequency of the categories and the imbalance

for Task 2 (N =49)
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Figure 2: Corrected F1 for all teams in Task 2.

in favor of the negative category may explain
the relatively low F1. One way to answer this
question more objectively is to determine the best
level of performance a system that tries to guess
without using any knowledge about the task (Best
Guess) can expect to achieve. Ansgar Griine in
his blog post available at https://inside.
getyourguide.com/blog/2020/9/30/

what-makes—a—-good-fl-score shows
that in the case of a binary task this is the F1
obtained by a system that always predicts the
positive category. If g is the actual proportion of
instances belonging to this positive category,

2

2
F1 Best Guess = 29

q+1 @)

This value can also be obtained by submitting the
responses of a system that always predicts the pos-
itive category, the approach I used here since the
challenge participants still ignore the proportion of
each category in the test set. In the present chal-
lenge, this F1 Best Guess is 0.153 for Task 1 and
0.041 for Task 2. A system that would not ex-
ceed these values therefore does no better than a
system that always predicts the positive category.

*1 confirmed empirically this analysis on the task materials
by means of a Monte-Carlo procedure in which the proportion

of instances in the positive categories were varied between 0
and 1.
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SATLab’s performance is five times better than this
baseline for Task 2, but less than three times better
for Task 1. In absolute value, the gain compared to
the Best Guess is 0.274 for Task 1 and 0.205 for
Task 2. So the n-grams bring some information,
but it is obvious that it is not enough to perform
well in this task.

This best guest can also be used to correct partic-
ipants’ scores on the task using a formula derived
from the Kappa coefficient proposed by Cohen
(1960) to adjust the degree of agreement between
two judges for agreement due to chance alone. The
formula for this correction is:

System F1 — F1 Best Guess
1 — F1 Best Guess '

Normalized F1 =

3)
Figures 1 and 2 show the normalized perfor-
mance of all teams on both tasks. The best system
for task 1 achieved a corrected F1 slightly below
0.60. It thus performed 60 % of the way between
doing nothing (i.e., the Best Guess) and a perfect
performance. This again highlights the complexity
of the task. The normalized F1 of the SATLab is
only slightly higher than 0.30. For task 2, all the
corrected performances are even worse. Figure 2
shows also that the SATLab normalized F1 is quite
far from the team directly ahead of it.

5 Conclusion

The SATLab’s proposed system for SemEval-2022
Task 4: Patronizing and Condescending Language
Detection relies solely on the character and word n-
grams present in the paragraphs to be categorized.
It does not use any additional data and employs
a classical supervised learning procedure (i.e., lo-
gistic regression). It obtained an average level of
performance, well above the performance of a sys-
tem that tries to guess without using any knowledge
about the task, but much lower than the best teams.

Compared to the performance obtained in the
HASOC task (Bestgen, 2021b) and in the detection
of hyperpartisan news articles (Bestgen, 2019), this
system is clearly further from these best teams.
These results confirm, if it were necessary, the
much greater difficulty of PCL detection compared
to hate speech and offensive content identification
(Pérez-Almendros et al., 2020, 2022). They thus
suggest, unless other teams using a similar ap-
proach were more successful, that the use of much
more complex approaches is essential for the PCL
task.
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