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Abstract 

Patronizing and Condescending Language 

is an ever-present problem in our day-to-

day lives.  There has been a rise in 

patronizing language on social media 

platforms manifesting itself in various 

forms. This paper presents two 

performing deep learning algorithms and 

results for the “Task 4: Patronizing and 

Condescending Language Detection.” of 

SemEval 2022. The task incorporates an 

English dataset containing sentences from 

social media from around the world. The 

paper focuses on data augmentation to 

boost results on various deep learning 

methods as BERT and LSTM Neural 

Network. 

1 Introduction 

Nowadays, Patronizing and Condescending 

Language (PCL) (Pérez-Almendros, Espinosa-

Anke, and Schockaert 2022) is used to refer to a 

forced kindness that derives from a perceived 

superiority towards another person. A subtle form 

of bullying, being patronized can leave a person 

feeling infuriated and impotent.  

    It is a type of behaviour that cuts across 

generations. An older person can talk down to a 

younger colleague, but it can just as easily happen 

the other way around. Men can patronize women 

at work and vice versa. But what they have in 

common is power play, with one individual 

exerting their authority or seniority over another. 

    People could feel discriminated by 

condescending comments. Considering the 

relevance of equality and respect, and it is 

important to note that nobody should be treated in 

such a way as to feel intimidated or different. In 

SemEval-2022: Task 4 Subtask 1, participants 

must determine whether a phrase presents PCL or 

not.  

The idea behind the proposed solution was to 

compare three models based on deep learning. 

The first model is a Long short-term memory 

(LSTM) neural network (Zhou et al. 2015). The 

second, a LSTM neural network with embedding 

pretrained layer. The third one uses BERT (Devlin 

et al. 2018). The latter yielded the best results. For 

all the models we have used data augmentation to 

balance the training dataset. 

The F1-score in our final submission (BERT) 

was 0.4134 on the test dataset. Compared to the 

results of the winning team, the difference is not 

extremely large. Nevertheless, our model 

obtained a good result of accuracy (0.61) 

compared to other participants. 

2 Background 

This paper is focused on Subtask 1: Binary 

classification. The corpus provided to perform 

subtask 1 (Pérez-Almendros, Espinosa-Anke, and 

Schockaert 2020) was composed of 10473 

documents with 6 features: “id”, “doc id”, 

“keyword”, “country code”, “text” and “label”. 

The dataset was imbalanced with respect to the 

class “label”. Out of 10473 rows, 9470 were from 

the negative class and 993 from the positive class. 

English data augmentation was applied to the 

original dataset to balance them (Shorten, 

Khoshgoftaar, and Furht 2021).  
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After being balanced with data augmentation, 

the rows of the dataset increased to 19401, 9926 

(class 1) and 9470 (class 0). In order to train the 

three proposed models, we only used the "text" 

and "label" features. The csv file used follows this 

structure:  

- text: “The pope as well called on the 

congregation to reach out…” 

- label: “1” 

 

3 Related work 

In recent years, several people have been 

researching this topic. A few years ago, an 

experiment of the impact of age, race, and 

stereotypes on perceptions of language 

performance and patronizing speech was 

published (Atkinson and Sloan 2017). Indeed, a 

research of different types of behaviours in 

healthcare settings (as condescending language) 

was published to show the impact it has in the 

world (Felblinger 2009). This is a recent problem 

and there are significant challenges to be 

overcome. 

4 System overview 

4.1 Balancing data techniques 

Imbalanced data refers to types of datasets where 

the target class has an uneven distribution of 

observations. Sometimes, when the records of a 

certain class outnumber the other class, our 

classifier may become biased towards the 

prediction.  

    Before considering whether to use balancing 

techniques, we analyzed the data provided and we 

trained the models with the original dataset to test 

the results.  

For this purpose, we trained both LSTM neural 

network and BERT models. The results were as 

expected. Both models reached similar results. To 

summarize, they obtained an accuracy of 0.91 and 

a ROC curve of 0.66. Given the obtained results, 

we decided to apply some balancing techniques to 

the original dataset. 

 

Random Under-sampling 

Random Under-sampling (Prusa et al. 2015) is a 

technique to remove examples from the majority 

class. However, this approach can result in the 

loss of valuable information during model 

training. The original dataset was extremely 

imbalanced, so rows of negative class were 

removed to achieve a balanced dataset.   

The new dataset created using this technique 

totaled 1986 rows, 993 for each class.  

 

Data Augmentation 

Due to the results obtained with the under-

sampling method, data augmentation was used to 

balance the data. Among the most common data 

augmentation techniques, synonym substitution 

was used. The synonym augmenter (Wordnet, 

English) (Miller 1995) to create synonym phrases 

for the minority class was applied. An example of 

this kind of substitution is: 

 

- Sentence: “A quick fox jumps over the lazy 

dog” 

- Synonym sentence: “A prompt dodger 

jumps over the lazy domestic dog” 

 

Finally, the balanced dataset had a distribution 

of 9926 (class 1) and 9470 (class 0).  

Table 1 shows the results obtained after the 

application of the two balancing methods. As can 

be seen, data augmentation produced better 

results. 

Model 

Under sampling Data Augmentation 

Accuracy 
ROC 

Curve 
Accuracy 

ROC 

Curve 

LSTM Neural Network 0.73 0.73 0.97 0.97 

LSTM Neural Network with embedding 

pretrained layer 
0.70 0.70 0.96 0.96 

BERT-base-uncased 0.81 0.81 0.97 0.97 

Table 1:  Results obtained using sampling techniques for balancing the dataset 
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4.2 Models 

Based on LSTM Neural Networks and BERT, 

three different models were implemented. 

 

LSTM Simple Neural Network  

LSTM is a special type of recurrent neural 

network. The main feature of recurrent networks 

is that information can persist by introducing 

loops in the network diagram, so they can 

basically 'remember' previous states and use this 

information to decide what will be next. 

The LSTM was composed of an embedding 

layer with a size of 200, two bidirectional LSTM 

layers, a dense layer, a drop layer and, finally, a 

dense layer with a sigmoid activation. 

The parameters used to train the LSTM Neural 

Network were a batch size of 32 and 10 epochs. 

Indeed, early stopping was invoked to avoid over-

training.  

 

LSTM Simple Neural Network with 

pretrained embedding layer 

A pretrained layer was added to the model 

described above using GloVe 1  (Pennington, 

Socher, and Manning 2014, 1532-1543). GloVe is 

a type of implementation of an inter-contextual 

model, so that each word that appears in training 

will have a single vector representation obtained 

by collapsing all the information available about 

this word with all its appearances in the data. 

Some pretrained word vectors of different sizes 

were downloaded. Finally, we used a file with a 

size of 200d.  Then we added a weight matrix to 

the first layer of the recurrent neural network.  

 

BERT: Bidirectional Encoder Representations 

from Transformers 

A BERT-based transformer was used to train our 

third model. In particular, the model implemented 

was “BERT-base-uncased”, which consists of 12 

transformer layers, 12 self-attention heads per 

layer, and a hidden size of 768. 

     A transformer (Vaswani et al. 2017), has an 

attention mechanism that learns contextual 

relations between words (or sub-words) in a text. 

In its vanilla form, transformer includes two 

separate mechanisms — an encoder that reads the 

text input and a decoder that produces a prediction 

for the task. Since BERT’s goal is to generate a 

 
1 https://nlp.stanford.edu/projects/glove/ 

language model, only the encoder mechanism is 

necessary.  

     The model was fine-tuned with the balancing 

dataset. Before training, every word was set to 

lower case. The model was trained with a batch 

size of 32 and 5 epochs. 

5 Experimental setup 

To set up our models, some libraries were used. 

Some of them were “NLTK” (Wang and Hu 2021, 

1041-1049), “Keras” 2 , “TensorFlow” (Joseph, 

Nonsiri, and Monsakul 2021, 85-111), “Scikit-

learn” (Hao and Ho 2019) and “Pandas” 

(Stepanek 2020). 

    To test whether the data was balanced, the 

original training dataset was used. Once the 

balancing method was decided, the training data 

was split into two parts – 80% for training and 

20% for test, using a stratify approach. 

    The stratify parameter makes a split so that the 

proportion of values in the sample produced will 

be the same as the proportion of values provided 

for the parameter to stratify.   

    During the training phase, we evaluated our 

models with accuracy, ROC curve, precision, 

recall and F1-score measures.  

    Once the organizers provided the test data, the 

models with the original training dataset were 

trained without splitting.  

6 Results 

The two models submitted were LSTM Neural 

Network with pretrained embedding model and 

BERT-base-uncased. According to the official 

metrics (F1-score for the positive class), a result 

of 0.413 and 0.61 of accuracy was obtained. 

BERT-base-uncased reached the best results.  

After training using under sampling and data 

augmentation methods, we concluded that data 

augmentation had the best results.  

Table 2 shows a summary of the results 

obtained during the evaluation phase using data 

augmentation.  

7 Conclusions 

In this paper we present our approach and system 

description on Task 4 (Subtask 1) in SemEval 

2022: Patronizing and Condescending Language 

2 https://keras.io/ 
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Detection towards communities in the media. The 

main aim was to develop three deep learning 

models using data augmentation to solve 

imbalanced problem of the original dataset. We 

implemented three different models. After 

training and analyzing each model, an F1-score of 

0.41 in the evaluation process for class “1” was 

achieved. For future works, we think the models 

could be further improved by training with a 

bigger dataset or using more balancing 

techniques. 
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