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Abstract

Patronizing and Condescending Language
(PCL) towards vulnerable communities in gen-
eral media has been shown to have poten-
tially harmful effects. Due to its subtlety and
the good intentions behind its use, the audi-
ence is not aware of the language’s toxicity.
In this paper, we present our method for the
SemEval-2022 Task4 titled "Patronizing and
Condescending Language Detection". In Sub-
task A, a binary classification task, we intro-
duce adversarial training based on Fast Gra-
dient Method (FGM) and employ pre-trained
model in a unified architecture. For Subtask
B, framed as a multi-label classification prob-
lem, we utilize various improved multi-label
cross-entropy loss functions and analyze the
performance of our method. In the final evalua-
tion, our system achieved official rankings of
17/79 and 16/49 on Subtask A and Subtask B,
respectively. In addition, we explore the rela-
tionship between PCL and emotional polarity
and intensity it contains. Our code is available
on Github 1.

1 Introduction

Patronizing and Condescending Language (PCL)
expresses a superior attitude towards vulnerable
communities (e.g. women, refugees, poor families),
and describes them or their situation in a charitable
way that evokes feelings of compassion (Pérez-
Almendros et al., 2022). Although it is generally
used involuntarily and with good intentions, the use
of PCL can potentially be very harmful, as it feeds
stereotypes, routinizes discrimination and drives
to greater exclusion. Due to the subtlety of PCL,
PCL detection is difficult for both humans and NLP
systems and has aroused broad attention.

To address the challenge of patronizing and con-
descending language detection in general media,
Pérez-Almendros et al. (2022) introduce the Task

1https://github.com/Nutpok/GUTS-at-SemEval-2022-
Task-4.git

4 at SemEval-2022, and build a dataset with an-
notated paragraphs extracted from news articles in
English. Given a paragraph, systems must predict
whether it contains condescending language or not
(Subtask A), and whether it contains any of the 7
subtypes identified in the PCL taxonomy (Subtask
B).

For Subtask A, a binary classification task, we
introduce adversarial training based on Fast Gradi-
ent Method (FGM) (Miyato et al., 2016), enhanc-
ing the robustness of the model. And in Subtask
B, a multi-label classification problem, there is a
long-tailed distribution of each label. To address
the class imbalance problem, we utilize various
improved multi-label cross-entropy loss functions:
Focal loss (Lin et al., 2017), Class-balanced focal
loss (Cui et al., 2019) and Distribution-balanced
loss (Wu et al., 2020). We analyze the performance
of our methods and demonstrate the contribution
of each component of the architecture.

In addition to completing basic evaluation tasks,
we also explore the relationship between PCL and
emotional polarity and intensity it contains in offi-
cial dataset. The experimental results demonstrate
that the above two have relevance.

The structure of the paper is as follows: We first
provide a brief overview of related research, and
then introduce our proposed framework. Besides,
experiments and evaluations as well as the analysis
of results are given. Finally, we discuss the future
directions of our work.

2 Related Work

Patronizing and condescending language has been
studied extensively in sociolinguistics and the
traits of PCL have been suggested by related re-
search. PCL builds stereotypes (Fiske, 1993),
which strengthen exclusion, discrimination, rumour
spreading (Nolan and Mikami, 2013) and unbal-
anced power relations (Sap et al., 2019), relying on
subtle language (Mendelsohn et al., 2020). It tends
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to avoid stating the reasons for deep-rooted soci-
etal problems by concealing those responsible and
proposes temporary solutions (Chouliaraki, 2010),
which oversimplify the core problems (Head, 2008).
The abuse of PCL exacerbates the difficulty of im-
proving the lives of disadvantaged groups (Nolan
and Mikami, 2013) and dehumanizes minorities in
news media (Mendelsohn et al., 2020). Due to its
hazard, PCL is classified as a milder form of toxic
speech (Dale et al., 2021).

The increasingly social issue caused by PCL has
attracted considerable attention of researchers in
the natural language processing (NLP) field. Wang
and Potts (2019) introduced the task of condescen-
sion detection in direct communication and built
a dataset with annotated social media messages.
Pérez-Almendros et al. (2020) proposed Don’t Pa-
tronize Me!, an annotated dataset with PCL, and
demonstrated the effectiveness of the model for
PCL detection (Kenton and Toutanova, 2019).

3 Methodology

3.1 Preliminaries

We utilize a transformer-based pre-trained lan-
guage model (PLM), such as BERT and RoBERTa,
to represent the input sentences. Each sentence
x = [CLS, t1, t2, ..., tT , SEP ] is embedded as
s ∈ Rn×demb , where n is the sequence length and
demb is the dimension of the embedding. We add a
softmax classifier on the sentence-level embedding,
such as the final hidden state hCLS of the [CLS]
in BERT:

pi = softmax(Wh[CLS]) (1)

where W ∈ RC×demb , and C denotes the number
of classes.

3.2 Adversarial Training

Adversarial training (Goodfellow et al., 2015) is
a effective regularization method for classifiers to
improve robustness to small, approximately worst
case perturbations. In SubtaskA, we introduce Fast
Gradient Method (FGM) (Miyato et al., 2016), a
novel approach in adversarial training, to improve
the generalization ability of the model in PCL de-
tection. Figure 1 shows the overall framework of
our model.

According to FGM, we apply tiny perturbations
to sentence embeddings rather than original input
itself. The adversarial perturbation radv on s is
defined as:

Figure 1: Model architecture for our proposed method
in Subtask A.

radv = ϵ · g/∥g∥2 where g = ∇sL(s, y) (2)

where ϵ is a hyperparameter limiting the size of the
adversarial perturbations.

To integrate the information trained from origi-
nal and adversarial samples, we use an overall loss
function as follows:

L = L(s, y) + Ladv(s+ radv, y) (3)

3.3 Balancing Methods
Subtask B becomes a challenging multi-label
text classification task because of its long-
tailed distribution of labels, each training sample
{(x1, y1), . . . , (xN , yN )} has a multi-label group
yk = [yk1 , . . . , y

k
C ] ∈ {0, 1}C , and a classification

result zk = [zk1 , . . . , y
k
C ]. In this work, we use

different balancing methods (Huang et al., 2021)
re-weighting the binary cross entropy to address the
class imbalance problem. And the sigmoid func-
tion is used for computing pki = σ(zki ). The codes
of these several balanced loss functions are open
source2.

Focal Loss (FL) proposed by Lin et al. (2017)
places a higher weight of loss on “hard-to-classify”
instances, which are predicted with low probability.
The FL can be formulated as follows:

LFL =

{
−α(1− pki )

γ log(pki ) if yk
i = 1

−α(pki )
γ log(1− pki ) otherwise

(4)

2https://github.com/Roche/BalancedLossNLP
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where γ ≥ 0 is a non-negative tunable focusing pa-
rameter to differentiate between easy and difficult
samples and α ∈ [0, 1] is a weighting factor to bal-
ance the training weights of positive and negative
samples, pki is the kth choice of pi.

Class-balanced Focal Loss (CB) (Cui et al.,
2019) re-balances the loss according to the effec-
tive number of samples for each class. Data sam-
pling can be viewed as a random coverage problem,
therefore we assign weights to the different classes
based on the number of effective samples. The
class-balanced term is defined as:

rCB =
1− β

1− βni
(5)

where β ∈ (0, 1) controls the effect of effective
number of samples on marginal benefit. And we
can use this term to re-weight focal loss:

LCB =

{
−rCB(1− pki )

γ log(pki ) if yk
i = 1

−rCB(p
k
i )

γ log(1− pki ) otherwise
(6)

Distribution-balanced loss (DB) Wu et al.
(2020) present DBloss to overcome the additional
imbalance caused by label co-occurrence upon re-
sampling. In the case of single label, the resam-
pling probability of each instance can be defined
as: PC

i = 1
C

1
ni

; while under multi-label conditions,
the instance is repeatedly sampled by each positive
class it contains, thus the resampled probability
can be defined as P I = 1

C

∑
yki =1

1
ni

. And we can
obtain a balancing term: rDB = PC

i /P I . With a
smooth function r̂DB = α + σ(β × (rDB − µ)),
mapping the weight rDB to a reasonable range, the
re-balanced loss function is defined as:

LR−FL =

{
−r̂DB(1− pki )

γ log(pki ) if yk
i = 1

−r̂DB(p
k
i )

γ log(1− pki ) otherwise
(7)

To mitigate the over-suppression of negative la-
bels, Wu et al. (2020) introduce a Negative Tol-
erant Regularization (NTR) in the loss function.
NTR initializes a non-zero bias vi as a threshold,
and linearly scales the negative logits before the
original loss is computed negative, together with a
regularization parameter λ to constrain the gradient
between 0 and 1. The distribution-balanced loss
with NTR can be defined as:

LDB =





−r̂DB(1− qki )
γ log(qki ) if yk

i = 1

−r̂DB
1

λ
(qki )

γ log(1− qki ) otherwise
(8)

where qki = σ(zki − vi) for positive instances and
qki = σ(λ(zki − vi)) for negative ones. Due to its
strong applicability, NTR can also be utilized in
Focal loss and DBloss to avoid over-suppression
(Huang et al., 2021).

4 Experiments

4.1 Dataset and Evaluation

The dataset from the Task4 of SemEval2022 con-
tains paragraphs about potentially vulnerable social
groups3. The paragraphs have been extracted from
the News on Web (NoW)4 corpus (Davies, 2013).
The total number of training set is 10469 and the fi-
nal test set contains 2971 samples. The statistics of
datasets are shown in Table 1 and the distribution
of PCL categories is reported in Table 2.

Label Samples Proportion
PCL 993 9.49%

no PCL 9476 90.51%
Table 1: The distribution of labels in SubTaskA.

PCL Categories Samples Proportion
Unb. power rel. 716 6.84%
Shallow solu. 196 1.87%

Presupposition 224 2.14%
Authority voice. 230 2.20%

Metaphor 197 1.88%
Compassion 469 4.48%

The p., the mer. 40 0.04%
Table 2: The distribution of labels in SubTaskB.

To estimate the performance of the system, the
organizers used different metrics for subtask A and
B. In Subtask A, a binary classification task, F1
over the positive class is applied as evaluation mea-
sure, while for Subtask B, framed as a multilabel
classification problem, results are evaluated based
on the macro-average F1 of seven PCL categories.

4.2 Experimental Settings

We utilize Roberta-base (Liu et al., 2019) as the
pretrained language model for representing the in-
put paragraphs. The AdamW optimizer is used for
model training. In evaluation period, we perform
five-folds cross-validation on training set and eval-
uate the performance of our model using average
metrics over five-folds. We keep the model param-
eters for optimal performance. In test phase, we

3https://github.com/Perez-AlmendrosC/dontpatronizeme
4https://www.english-corpora.org/now/
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utilize each fold of the optimal model to predict on
the offical test set and vote on the results to obtain
the final predictions.

Specially, we implement our model with
transformers5 package. During the training
phase, we evaluate the performance of the model
every 200 steps and retain the parameters of the
model that performed best on the validation set.
The hyperparameters settings adopted are shown
in Table 3. All models are trained on NVIDIA
Geforce GTX 3090 GPU.

Hyperparameters SubtaskA SubtaskB
seed 1234 1234

epochs 5 15
batch size 32 8

learning rate 2e-4 2e-4
alpha 0.6 0.95

gamma 2 4
dropout 0.25 -

Table 3: The hyperparameters of the experiment.

4.3 Results and Discussions
The influence of adversarial training. Table 4
shows the influence of adversarial training in Sub-
task A. Based on the experimental results, we ob-
serve that the introduction of FGM can improve the
detection capability of the model in both evalua-
tion phase and test phase. It shows that adversarial
training can improve the robustness of the model.

Evaluation phase
Model F1(postive)

RoBERTa 0.5699
RoBERTa+FGM 0.5785
Test phase

Model F1(postive)
RoBERTa 0.5545

RoBERTa+FGM 0.5790

Table 4: The performance of our model in Subtask A.

The influence of balancing methods. Table 5
shows the results of our framework trained with
various loss functions in Subtask B. It is observed
that the performance after introducing the balanc-
ing methods is significantly more superior than
BCE, while the effect is further improved after em-
ploying NTR.

In the period of test, we choose two models
with the best performance during the evaluation

5https://huggingface.co/

Evaluation Phase
Loss Function F1(macro)

BCE 0.2923
FL 0.3662
DB 0.3767
CB 0.3776

FL+NTR 0.3917
CB+NTR 0.3922

Test Phase
Loss Function F1(macro)

FL+NTR 0.3700
CB+NTR 0.3537

Table 5: The performance in Subtask B.

phase to predict the samples, which are trained
with FL+NTR and CB+NTR, respectively. More-
over, the model trained with FL+NTR performs
better in the final test set. It is because CB is more
sensitive to the assumed sample space size β. If
there is a significant difference between the train-
ing set and the label distribution of the test set, the
ability of the model to address label imbalance will
be reduced. In the follow-up work, we will con-
duct more experiments to observe the impact of
parameters on hyperparameters.

5 Emotional Polarity and Intensity of
PCL

In this section, we conduct a further analysis to
explore the relevance between PCL and emotional
polarity and intensity it contains.

We employ NLTK6, a natural language process-
ing toolkit, to determine the emotional features of a
paragraph. For a given text, parser of NLTK returns
a sentiment score in a interval of [-1,1], which de-
termines if sample is positive or negative and shows
emotional intensity. We divide the sentiment score
into 5 levels, and the mapping relationships reflect-
ing motional polarity and intensity are shown in
Table 6 and Table 7.

Sentiment Score Emotional Level
[−1,−0.6] -2
[−0.6,−0.2] -1
[−0.2, 0.2] 0
[0.2, 0.6] 1
[0.6, 1] 2

Table 6: Mapping between sentiment scores and emo-
tional level of the polarity.

6https://github.com/nltk/nltk

435



Sentiment Score Emotional Level
[−0.2, 0.2] 0

[0.2, 0.4] ∪ [−0.4,−0.2] 1
[0.4, 0.6] ∪ [−0.6,−0.4] 2
[0.6, 0.8] ∪ [−0.8,−0.6] 3
[0.8, 1] ∪ [−1,−0.8] 4

Table 7: Mapping between sentiment scores and emo-
tional level of the intensity.

We divide the training set into 5 subsets based
on the sentiment level and calculate the number of
samples. Then we count the proportion of para-
graph containing PCL in each subset. The experi-
mental result is reported in Figure 2 and 3.

Figure 2: The emotional polarity level of PCL. Blue
strip: proportion of samples with each level reflecting
emotional polarity in the entire dataset, yellow line:
proportion of PCL in subset with each emotional level.

Figure 3: The emotional intensity level of PCL. Blue
strip: proportion of samples with each level reflecting
emotional intensity in the entire dataset, yellow line:
proportion of PCL in subset with each emotional level.

From the results, we can observe that: a) The
paragraph containing PCL is more likely to express
positive emotions since the use of PCL is often
with good intentions. b) Paragraphs with higher
emotional intensity are more likely to contain PCL.
This is because there are numerous excerpts of live
speeches, speakers tend to express their opinions
in a stronger tone, which is often condescending.

6 Conclusion and Future Work

In this work, we present our approach to the
SemEval-2022 Task 4 to tackle the problem of pa-
tronizing and condescending language detection.
We employ adversarial training and balancing meth-
ods for PCL classification with long-tailed class
distribution and demonstrate the effectiveness of
our methods.

Besides basic deep learning techniques, intro-
ducing multi-task learning in PCL detection, such
as predicting the sentiment polarity of a paragraph,
is also a problem worth discussing. We have found
that PCL is associated with the emotional polar-
ity and intensity of paragraphs. In the future, we
will further explore the relationship between sen-
timent analysis and PCL detection and propose
corresponding multitasking frameworks.
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