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Abstract

In this description paper we outline the sys-
tem architecture submitted to Task 4, Subtask 1
at SemEval-2022. We leverage the generative
power of state-of-the-art generative pretrained
transformer models to increase training set size
and remedy class imbalance issues. Our best
submitted system is trained on a synthetically
enhanced dataset with 10.3 times as many posi-
tive samples as the original dataset and reaches
an F1 score of 50.62%, which is 10 percentage
points higher than our initial system trained on
an undersampled version of the original dataset.
We explore possible reasons for the compara-
bly low score in the overall task ranking and
report on experiments conducted during the
post-evaluation phase.

1 Introduction

Task 4 of SemEval-2022 focuses on the detection
of patronising and condescending language (PCL)
in news (Pérez-Almendros et al., 2022). PCL in
popular media and news sources is detrimental to
an emancipated and equal society, as it is usually
targeted towards minorities and socially disadvan-
taged communities, often in an unsuccessful at-
tempt to show solidarity (Perez Almendros et al.,
2020). PCL has the potential to strengthen existing
stereotypes by representing minorities either as pas-
sive entities to be pitied and supported, thus taking
away their agency and focusing on their vulnera-
bilities or praising members of vulnerable groups
for everyday achievements simply because of their
background (Nolan and Mikami, 2013). In con-
trast to hate speech, PCL is usually subtle, well
intentioned, and free of discriminatory phrases or
racial slurs, which makes it an interesting Natural
Language Processing (NLP) problem.

In other domains with more discriminatory
classes such as hate speech detection, generative
models have recently become increasingly popular

and successful as a tool to increase classification
performance (Wullach et al., 2021; Anaby-Tavor
et al., 2020). In our contribution to the shared task,
we explored to what extent this approach is feasible
for the presented use case, where classification of
a text sample is less distinct and often relies on
world knowledge (Perez Almendros et al., 2020).
The dataset provided for the task was fairly small,
with less than 10% of the data belonging to the pos-
itive class. We thus enhanced the original dataset
in two ways for our system runs:

* balancing the dataset by generating only PCL
samples

* increasing overall dataset size, by generating
an equal amount of PCL and non-patronizing
(nPCL) samples

We generally followed the approach used by Wul-
lach et al. (2021) and initially fine-tuned a BERT
classifier on the original dataset. We then fine-
tuned GPT-3 (Brown et al., 2020) and generated
samples of PCL and nPCL which were classified
using our fine-tuned system. Samples for which the
BERT classification did not correspond to the in-
tended output were discarded. We then fine-tuned
a new BERT instance with the modified dataset
PCLenhanced including the synthetic data. Al-
though our system only ranked middle field in the
competition, both classifiers trained on the modi-
fied datasets improve our initial classifier trained on
the original dataset by multiple percentage points.
We conclude that this approach does add value to
classification, even in cases where the distinction
between the positive and the negative class relies on
subtleties. The code described in the following as
well as the synthetic data used for the modification
of the original dataset is available on Github'.

"https://github.com/khaliso/
MS—-IW-at-SemEval-2022-Task-4
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Text Class
Meanwhile "throughout this island, the high level of suicide is terrible and terrifying. "As | PCL
Christians" we can give hope, where a person feels only darkness and hopelessnes,” he said

As the house prices go up, so do rents , and the pohara poor families ca n’t afford to live. | nPCL
Those who own houses, and are only just making it through, will be rated out of their homes

Table 1: Examples of PCL and nPCL in the DPM.

2 Background

We participated in Subtask 1 of the competition,
which entailed the binary classification of news
paragraphs as either patronizing or not patroniz-
ing. Basis for the task was the Don’t Patronize
Me! dataset (DPM) (Perez Almendros et al., 2020),
which contains 10,469 paragraphs of annotated
data from 20 English news sources. While all para-
graphs include references to potentially vulnera-
ble groups, only 993 are examples of patronising
speech. The dataset included meta-information
about the country each paragraph was published in,
an article id, a keyword indicating which vulnerable
group is addressed, and a label ranging from 1 to 4,
where 0 and 1 are treated as non-patronizing and
2 to 4 as patronizing. The task organizers define
PCL as often unconscious, subtle and subjective
ways in which the speaker conveys a superiority
“concealed behind a friendly or compassionate ap-
proach towards the situation of vulnerable com-
munities” (Perez Almendros et al., 2020). They
explicitly exclude hate speech and discriminatory
speech from PCL, making it harder to be identified
not only by NLP-systems, but also by humans. We
include examples of both classes in Table 1.

Transformer-based generative models such as
GPT (Radford et al., 2018) and its successors have
become prevalent in various NLP tasks. For in-
stance, Liu et al. (2021a) explored the idea of
synthetically constructing benchmark datasets to
concur with existing benchmarks such as SQuAD,
while Zhang et al. (2018) showed that a fine-tuned
GPT model can accurately mimic the personal con-
versation style of an individual, leading to improve-
ments in the Persona-Chat dataset.

Another increasingly popular use case is the gen-
eration of data on tasks with small labeled cor-
pora to synthetically increase dataset size in order
to train better performing classifiers. Dekker and
van der Goot (2020) used synthetic data for lexical
normalisation, while other researchers employed
such data to train question answering models (Puri
et al., 2020). Even in maths, researchers have pro-

posed ways of creating synthetic theorems (Firoiu
et al., 2021). Wullach et al. (2021) used GPT-2
(Radford et al., 2019) for their approach to hate
speech detection. Their datasets were small to
medium sized (6-53k labelled examples) and highly
unbalanced, with as little as 1-6k hate speech sam-
ples per dataset. They created three mixed datasets
containing 10k, 80k and 240k synthetic samples
respectively, as well as 80% of the original datasets.
The classification models trained on the largest
created dataset outperformed those trained on the
smaller datasets in most cases. Anaby-Tavor et al.
(2020) generated data using GPT and improved
sentence-level topic classification on three datasets,
ranging from 4.2k to 17k entries. Wullach et al.
(2021) and Anaby-Tavor et al. (2020) fine-tuned the
respective GPT models on relatively small datasets,
and find statistically significant improvements on
classifier performance through incorporating syn-
thetic data in the datasets used for fine-tuning clas-
sifiers.

While GPT and GPT-2 were trained on 117M
and 1.5B parameters respectively, GPT-3 models
were trained on up to 175B parameters (Radford
et al., 2018, 2019; Brown et al., 2020). As it has
been shown that an increase in model size system-
atically leads to improvements in text synthesis as
well as common downstream tasks (Brown et al.,
2020), GPT-3 is likely to produce higher quality
and more natural sounding data than its predeces-
sors. We thus expect GPT-3 generated data to
have an even greater impact on performance in
intricate language classification tasks such as PCL
detection. We know of only few other research
teams which used GPT-3 in their experiments, for
instance to search for more suitable prompts for
Natural Language Understanding (NLU) tasks (Liu
et al., 2021b) or using prompts for few-shot gen-
eration (Yoo et al., 2021). Both achieved strong
results on classification benchmarks.

While using foundation models for data genera-
tion has the potential to increase the power of lan-
guage models and mitigate the data scarcity prob-
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Dataset | PCL | nPCL | % PCL | Flpos | Prepos | Recpos
DPM 993 9476 9.5 - - -
DPMyndersampled 804 804 50 40.74% | 27.2% | 81.07%
DPMcnhanced 10242 | 16937 37.7 | 50.62% | 51.15% | 50.10%
DPMenhancedPos 7880 | 7580 49 46.76% | 54.39% | 41.01%
Official Baseline RoBERTa - - - 49.11% | 39.36% | 65.30%
Post-Evaluation

DPMenhancedUnfiltered 24984 | 31886 | 43.93% | 42.28% | 43.62% | 41.01%
DPMenhancedPosUnfiltered 24984 | 7580 | 76.72% | 44.07% | 43.07% | 45.11%

Table 2: Overview of the datasets used for fine-tuning as compared to the original dataset and test classification

metrics.

lem prevalent in many NLP fields (Budzianowski
and Vuli¢, 2019), this also bears potential risks
not yet fully explored. For instance, past research
showed that GPT-3 is biased in some cases, and
that its defects are inherited by downstream mod-
els (Bommasani et al., 2021). Similarly, Bender
et al. (2021) note, that the widespread application
of foundation models carries a cost - both monetary
and ethically. Thus, this approach’s ethical impli-
cations should be investigated more thoroughly in
future work.

3 System Overview

To generate the synthetic data, we used GPT-3’s
Curie model. Curie has about 13B unique param-
eters, while Davinci has about 175B. Although
Davinci performs significantly better on a num-
ber of NLP tasks than Curie, we chose Curie, as
it is more financially viable than the larger model,
while retaining a comparatively strong performance
(Brown et al., 2020).

For fine-tuning, we split the dataset into PCL
and nPCL data and modified it to meet the API’s
requirements. As the API requires a prompt-
completion pairing, the prompt was set to be empty
(”’) and the completion contained the data sample.
Afterwards, two GPT-3 Curie instances were fine-
tuned on the PCL and nPCL data, respectively. We
thus created two models, one to generate PCL and
one for nPCL phrases. Following Wullach et al.
(2021), we called the models with an empty ()
prompt in the pipeline for synthetic data generation
and the default parameters. We set max_tokens to
the rounded mean length of the samples in the orig-
inal dataset (60 for PCL and 54 for nPCL). With
each iteration, we generated the maximum number
samples (128), resulting in a total of 24.321 syn-
thetic phrases by the nPCL model and 24.197 by

the PCL model.

Like (Wullach et al., 2021), we classified all syn-
thetic samples after generating the data. We used
an initial baseline classifier and discarded all sam-
ples where the intended and predicted class did
not match. Due to the high class imbalance of the
original dataset, we randomly undersampled the
negative class to the size of positive samples for
training of the baseline classifier. We fine-tuned
BERT},s.-cased (Devlin et al., 2018) across three
epochs using a learning rate of le-5 on the under-
sampled dataset. Since the synthetically generated
data consisted solely of text for each label, we did
not use any of the meta-information or context pro-
vided in the dataset and fine-tuned solely on text
and labels. In the future, it might be useful to take
meta-information into account for text generation.

39% of the generated PCL samples were clas-
sified as such by the baseline classifier, whereas
85,5% of generated nPCL samples were classified
as nPCL. We explain this with the much larger sam-
ple size of nPCL in the DPM allowing the GPT-3
pipeline to generate better suited data. Based on
the predictions, we created two enhanced datasets:
For DPMchanced, We added a similar amount of
synthetic PCL (9448) and nPCL (9357) samples
to the DPM. For DPM;hancedpos, W€ added 7086
PCL samples to balance the original dataset. For a
comparison of sample sizes and share of PCL in the
DPM and the different datasets used for fine-tuning
see Table 2. On each of the enhanced datasets, we
trained a BERTy,,-cased instance the same way
as our initial classifier. We submitted the classifier
trained on DPMephancedpos for our first and the clas-
sifier trained on DPMe¢phanced for the second run.
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Intended | Text
coherent samples

PCL

‘ Pred

so gao becomes emotional as he reflects on the thousands of homeless children | PCL
he has come across during his decades long football career — most of them
growing up without a father figure in their lives. “the kids today may be our
future But there is no future for the kids today if we don’t have

English and humanities teacher blowsy dilworth decided some kids in her
georgian village needed more than a pack of cards to play baseball with — they
needed an ancestral field. so she quested across the border to find some land
for her students, and this week she opened a playfield on that

understandably , many sri lankans look at india with wariness, if not hostility.
foster father pair of us destroyed an Eldorado of a country. thousands of families
were made homeless and live on the streets today. on november medium
africa has the largest block of 2017 retirements sufferance among all regions ,
with recent precedent of expenses course and after-inheritance taxed deaths ,
show disclosures by top investment funds in the united states . on the whole ,
fund seniors are think about leaving equities

PCL nPCL

nPCL PCL

nPCL nPCL

incoherent samples
PCL

Subject : Crying Monkey Fortunetelling video 1 ’sunday ’s focus is on a widower | PCL
, otis reigns , who recites a fortune to his 11 children while they weep , a
performance that has attracted millions of views online . producer and director
rebeca Ramirez says she

Crazy Horse 3 is aNATIVEpi agt sanctioned 51 majorityhare partnership firm
Jjointly owned and managed by a group of indian stipendiaries and based in
vancouver , b. c. agt Crazy Horse 3 is an eyaculofemoral orifice created for the
purpose of

policy to homeseekers , students and the vulnerabie......................... transparency

PCL nPCL

nPCL nPCL

nPCL seems like coast is in need of some life. you could say that again about their | PCL
women’s Water Polo team. the t Vernons Wyr Kangas athletes recent 4ANPer-
formers cabinet hardwood men’s schools100 result in need of some inspiring

coast women

Table 3: Examples of patronizing and non-patronizing generated data and its classification with the baseline classifier.
Samples where intention and prediction matched were used for DPMenhanced and DPMenhancedPos, regardless of
whether they are coherent or not. All synthetically generated data is available on github.

4 Results and Discussion

The evaluation metric used for ranking in the task
was F1 over the positive class. Our baseline classi-
fier reached an F1-score of 40.74% on the test set
provided by the task organisers after the end of the
competition’s evaluation phase. Although it had a
high recall of over 80%, precision was very low,
leading to a suboptimal F1-score. The classifier
trained on DPM¢ppanced scored almost 10% higher
than the initial classifier, but had neither the highest
recall, nor the highest precision of the three classi-
fiers trained before the post-evaluation phase. This
was suprising, as we initially expected the classifier

trained on DPMgphancedpos, Which was the larger
balanced dataset out of the three, to perform best.
This leads to the assumption that with synthetic
data, sheer amount might be more important than
balancing out the dataset.

Although in the official task scoring, our sys-
tem trained on DPMepnhanced ranked in place 41 of
78 and surpassed the official baseline (fine-tuned
RoBERTa) by only about 1%, we note that using
both synthetically enhanced datasets led to a boost
in performance compared to our initial classifier.
This might seem surprising, especially consider-
ing the low performance of the initial classifier
used to filter the GPT-generated data. In the post-
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evaluation phase, we repeated the experiments from
our two system runs without previous filtering of
the GPT-output, to explore the role of the initial
classifier in our system’s performance. Neither
DPMennhancedUnfiltered NOT DPMeghancedPosuUnfiltered 1€d
to better performance than DPMgphanceqd- Thus, us-
ing a baseline classifier for filtering seems to be
the most sensible option when working with syn-
thetic data, regardless of its performance strength.
We report on detailed classification results in Table
2. Since our baseline system did not perform very
well in terms of classification, future work should
first and foremost focus on improving it. The base-
line system forms the basis of our approach and
classification errors at this stage are likely to signif-
icantly lower the usefulness of the synthetic data.

We also looked at some of the synthetic data
generated by GPT-3. Both for PCL and for nPCL,
the generated samples were not always coherent
on a semantic level and the occurrence of incoher-
ent text appeared to be more common in the nPCL
condition. However, it seems like coherence did
not impact classification, as in both cases incoher-
ent synthetic samples could be found in the final
dataset (see Table 3).

We also found a lot of text in languages other
than English, possibly because of the small size
of the dataset in comparison to the vast amount of
training data used to create GPT-3. We expect that
filtering out such samples would increase perfor-
mance further. In addition, basic data-cleaning of
the synthetic data before classification might be in
order. Both of this could potentially be achieved
by only using data samples for which a confidence
score above a certain percentage (i.e. 70%) is re-
turned in classification. Another approach might be
using an unrelated dataset to filter out all synthetic
data unrelated to the task at hand. In the context of
PCL detection, this could help discard generated
data that is not related to vulnerable groups.

The approach of using an empty prompt ()
while fine-tuning the models is debatable, be-
cause the prompt is such a powerful tool (Yoo
et al., 2021; Liu et al., 2021b) and should prob-
ably be utilized. A possible approach would be to
train a single model on both PCL and nPCL data,
and put PCL/nPCL information in each samples’
prompt. The currently unused meta-information
of the dataset could also be incorporated, possibly
causing additional improvements in the quality of
the generated data.

5 Conclusion

We described our system submitted to Task 4, Sub-
task 1 of SemEval-2022. Although the system’s
performance did not score highly on the overall
leaderboard, ranking 41st place, incorporating syn-
thetic data in the original training set still boosted
performance by up to 10% compared to our initial
baseline system, which leads to the assumption that
pairing this approach with more sophisticated clas-
sification systems has some potential to increase
classification performance significantly. We derive
some lessons learned from the presented experi-
ments as follows:

* Using a baseline classifier to filter the syn-
thetic data after generation seems to be essen-
tial.

* The size of the additional data seems to be
more important to increase performance than
balancing the data.

* Further data cleaning and filtering might be
necessary to improve classification perfor-
mance.

* Synthetic data leads to better performance,
even if it includes a lot of incoherent sam-
ples and the baseline classifier has low perfor-
mance.

In the future, we plan to improve the baseline clas-
sifier and explore different data cleaning and filter-
ing techniques, such as using confidence scores re-
turned by the classifier for our data selection, using
unrelated datasets to filter whether a data sample
fits in the task-specific domain or making use of
prompts during GPT-3 fine-tuning and data gen-
eration. Exploring other augmentation strategies
such as back-translation or synonym replacement
of either the original data or the generated samples
might further increase classification performance.
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