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Abstract

This paper describes the second-placed system
for subtask 2 and the ninth-placed system for
subtask 1 in SemEval 2022 Task 4: Patroniz-
ing and Condescending Language Detection.
We propose an ensemble of prompt training
and label attention mechanism for multi-label
classification tasks. Transfer learning is intro-
duced to transfer the knowledge from binary
classification to multi-label classification. The
experimental results proved the effectiveness
of our proposed method. The ablation study
is also conducted to show the validity of each
technique.

1 Introduction

Patronizing and Condescending Language (PCL) is
proposed by Pérez-Almendros et al. (2020), which
builds a dataset for PCL detection. The Patronizing
and Condescending Language Detection (Pérez-
Almendros et al., 2022) contains two text classifi-
cation tasks. Subtask 1 is a binary classification
task, which requires a system to predict whether the
paragraph contains any form of PCL. Subtask 2 is a
multi-label classification task, which must identify
which PCL categories express the condescension.

PCL Detection is a sentiment analysis task and
we treated subtask 2 as an Aspect-Based Sentiment
Analysis (ABSA) (Jo and Oh, 2011) task, which
is also a multi-label classification to classify the
sentence sentiment on different aspects.

Early works on ABSA focus on feature engineer-
ing (Wagner et al., 2014) and subsequent neural
network-based methods (Wang et al., 2017). Re-
cently, Pre-trained Language Models (LMs) such
as BERT (Devlin et al., 2019), ROBERTA (Liu
et al., 2019), ALBERT (Lan et al., 2020) have been
proposed and brought significant improvement in
various NLP applications. As there is not much
improvement in ABSA task through direct imple-
mentation of those pre-trained LMs, Bert-pair (Sun
et al., 2019) has been proposed to help them adapt

to ABSA effectively. Furthermore, Bu et al. (2021)
proposed an attention between sentence embed-
dings and label embeddings to focus on the crucial
tokens which are related to the label. Recently,
CapsNet-Bert (Jiang et al., 2019) used the atten-
tion between the label and the input with capsule
network to improve the performance.

Nowadays, the Pattern-Exploiting Training
(PET) (Schick and Schütze, 2021) and P-tuning
(Liu et al., 2021) has been proposed to utilize the
pre-trained LMs more effectively, which trains fine-
tune model by the pre-training tasks such as Mask
Language Modeling (MLM) by adding a prompt
sequence to the input.

Considering the similarity between PCL and
ABSA, we applied PET and Bert-pair in PCL De-
tection through the following steps: Firstly, we
treat the subtask 1 as a prompt training task (as
described in PET) by using a PCL description as
the prompt. Secondly, we transform the subtask
2 from a multi-label classification task to multiple
binary classification tasks by using the label names
as the prompts. Thirdly, we conduct transfer learn-
ing from subtask 1 to subtask 2 to further improve
the performance. Last but not least, we also pro-
posed a label attention mechanism based on the
multi-prompt training for multi-label classification.

Our contribution can be summarized as follows:
we apply prompt training on PCL detection subtask
1 and 2, and prove its effectiveness on both tasks;
in subtask 2, we propose a label attention mecha-
nism with multi-prompt training; we apply transfer
learning from subtask 1 to subtask 2, where the
transfer learning is proved to be effective in ABSA.

2 Background

2.1 Task Description

The tasks intend to detect whether the input para-
graphs have any forms of PCL, and which PCL cat-
egories are contained. The PCL categories defined
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Figure 1: Subtask 1 overview, logitp is the correspond-
ing logits of the word "is" in prompt.

in the task paper Pérez-Almendros et al. (2022) are
’Unbalanced power relations’, ’Shallow solution’,
’Presupposition’, ’Authority voice’, ’Metaphors’,
’Compassion’,’The poorer, the merrier’. The tasks
can be formalized as follows:

The training data of subtask 1 consists of tuples
(q, lbinary), where q is a paragraph extracted from
articles, and lbinary is the binary classification label
with values 0, 1. The training data of subtask 2 con-
sists of tuples (q, lcategory), where q is a paragraph
extracted from articles and lcategory is the label for
multi-label multi-classification task. lcategory is a
7-digit binary vector. Each digit represents whether
the paragraph contains the corresponding PCL cate-
gory and it is possible for one paragraph to contain
multiple PCL categories. We also defined a set A,
which contains the names of categories. a ∈ A rep-
resents a category name from all PCL categories.

2.2 DEBERTA

Our comparison of present large pre-trained Lan-
guage Models(LM) showed that DEBERTA (He
et al., 2021b) seems to be the most effective
model. Different from other works, DEBERTA
implemented a disentangled attention mechanism
which utilizes the input contents and relative po-
sitions. We conduct most experiments based on
DEBERTA-v3 (He et al., 2021a), which trained
the DEBERTA model with replaced token detec-
tion (RTD) pre-training task, proposed by ELEC-
TRA (Clark et al., 2020). RTD is a more sample-
efficient pre-training task than replacing Mask Lan-
guage Modeling (MLM). The experiments in He
et al. (2021a) shows that DeBerta-v3-large model
achieves better performance on GLUE benchmark
even compared with larger pre-trained LMs.

[CLS] paragraph[SEP] PCL category name[SEP]
Prompt
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Figure 2: Subtask 2 overview, we conduct a attention
mechanism between the logits of paragraph and the
logits of label name.

3 System overview

3.1 Prompt Classification

Inspired by PET, we adopt a prompt design on tra-
ditional classification tasks based on pre-trained
LMs. As shown in Figure 1, we adopt DEBERTA-
v3 as the pre-trained LM. The input sequence con-
sists of the original paragraph q and the prompt
sequence, which is "is patronize and condescend"
in subtask 1, denoted as r. The total input sequence
can be described as "[CLS] q r [SEP ]" for sub-
task1. Since the DEBERTA-v3 trained by RTD
as same as ELECTRA, we don’t use the hidden
states of [CLS] for classification. Instead we use
the hidden state of word "is" (as described in Fig-
ure 1) for a binary classification, and the label is 1
when the paragraph contains PCL, 0 when the para-
graph has no PCL. The input sequence is forward
to DEBERTA and the hidden states are calculated
by Equation 1

Hq = F ([q; r]) (1)

logitp = D(Hp
q ) (2)

where F is the pre-trained 24-layer transformers
and D is a linear layer which classify the hidden
states of prompt word from DEBERTA. Then we
use the hidden states Hp

q ∈ Rd selected from Hq

as the input to D, which denotes the hidden states
of the prompt word "is", the d is the hidden size
of DEBERTA. BCE (Binary Cross Entropy) loss,
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which measures the Binary Cross Entropy between
the golden label and the output, is used for binary
classification as Equation 3.

LBCE = BCE(Sigmoid(logitp), lbinary) (3)

where lbinary is the binary label of subtask 1.
In this way, the semantics of prompt can be

jointly learned with the input paragraph. By us-
ing the same training method with pre-trained LM,
the representations stored in the pre-trained LM
has been maximum reserved.

3.2 Multi-label Prompt Classification

For subtask 2, we transform the multi-label clas-
sification task to multi binary classification tasks
by concatenating the paragraph with each PCL
category label names. As shown in Figure 2,
the input paragraph q is concatenated with one
PCL category name a, which can be denoted as
"[CLS]q[SEP]a[SEP]". We use an self-attention
layer as an aggregator to aggregate the sequence
embeddings, which is more effective then using the
[CLS] embedding. It can be formulated as:

Hq = F ([q; a]) (4)

Hagg = S(Hq) (5)

where S is the self-attention layer proposed by
BERT (Devlin et al., 2019), and Hagg represents
the aggregated hidden states of input sequence.
Then we use the [CLS] aggregated hidden states
Hcls

agg to classify whether the paragraph has the cor-
responding PCL category, which can be formulated
as:

logitcls = D(Hcls
agg) (6)

LBCE = BCE(Sigmoid(logitcls), lc) (7)

where lc is the binary label of PCL category detec-
tion, selected from the category label lcategory. The
real output for subtask 2 is the combination of all
PCL category detection results.

From previous works, this approach have been
proved effectively for improving the multi-label
classification tasks. We named this approach
MPrompt in this paper.

3.3 Label Attention
As shown in Figure 2, we also propose a label at-
tention above the MPrompt approach. Although
the transformers model has self-attention between
every tokens, an external attention between para-
graph and label prompt is still helpful for the model
to focus on more important words in the para-
graph. First, We split the output hidden states Hagg

into Hparagraph
agg and H label

agg , where Hparagraph
agg is

the hidden states corresponding to the sequence
"[CLS]q[SEP]", and H label

agg is the hidden states
corresponding to the sequence "a[SEP]". Then,
the label embedding hlabel is computed as average
pooling over H label

agg , where hlabel ∈ Rd.
As shown in equation 8, we use an attention

layer to combine the hlabel and Hparagraph
agg , where

hlabel is used as query (Q), and Hparagraph
agg is used

as key (K) and value (V ) followed the definition
of Scaled Dot-Product Attention in Vaswani et al.
(2017).

hLA = softmax(
QK√

d
)V (8)

where hLA denotes the output of attention layer.
Then we concatenate hLA with the aggregated hid-
den states of [CLS] as follows:

logitp = D([Hcls
agg : hLA]) (9)

where D is the Linear layer for binary classifica-
tion.

3.4 Transfer Learning
We also implemented multi-task learning, joint
learning and transfer learning between subtask 1
and 2. Only the transfer learning has improved
the performance of subtask 2. First we trained
a subtask 1 model with prompt training, then we
use the subtask 1 model as the initial checkpoint,
trained a subtask 2 model with MPrompt. Experi-
ments in section 5.1 proved the effectiveness of this
approach. Unfortunately, transfer learning from
subtask 2 to subtask 1 or other approach has no
improvement.

3.5 Other Tricks
The DEBERTA which has large amount of parame-
ters tends to over-fit on small training dataset. We
utilize RecAdam (Chen et al., 2020) to fine-tune
the pre-trained model to address the over-fitting
problem. RecAdam optimizer is proposed to ad-
dress the catastrophic forgetting problem of se-
quential transfer learning paradigm by introducing
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a recall and learning mechanism into Adam opti-
mizer, which maintain the learned knowledge in
pre-trained model while learning a new task.

The numbers of each category is very unbal-
anced in train dataset, we over-sample the positive
samples to alleviate this problem. On subtask 2,
we keep the proportion of each positive category
unchanged during oversampling.

Data augmentation is not applied in our approach
because we haven’t find other proper datasets.

4 Experimental setup

4.1 Data

We use the official released dataset of Se-
mEval2022 Task4 for experiments. The dataset
contains 8375/2094/3832 samples for train, dev
and test data. The subtask 1 and subtask 2 share the
same input paragraphs, and has different labels re-
spectively. The maximum, mean length of training
data is 1005 and 55.28 in words perspective, and
90% of training data are shorter than 95 words. The
ratio of positive samples is only 9.48% in subtask 1,
even much smaller in subtask 2, since some of PCL
category such as "The poorer, the merrier" is quiet
few. The shortage of positive samples makes the
model more difficult to distinct the PCL descrip-
tions from negative samples, and is hard to train a
model with good generalization.

4.2 Parameter settings

Our implementation is based on the Pytorch frame-
work for transformer-based models Wolf et al.
(2020). We trained our model based on the
pre-trained DEBERTA-v3-large model. We use
Adam/RecAdam optimizer with a learning rate of
3e-5, batch-size of 32 to train our models. The max
sequence length is 256 and the epoch of training
is set to 10 in subtask 1, 3 in subtask 2. To ad-
dress the over-fitting problem, we apply RecAdam
with sigmoid annealing function, where the an-
nealing rate is 0.01 and the annealing time-step
is 500. Specially, in subtask 2, we apply one self-
attention layer as the aggregator and one attention
layer to calculate the label attention. We pick the
best checkpoint based on the performance on the
dev set. Besides using DEBERTA, we also trained
models based on ROBERTA, which is competitive
with DEBERTA on subtask 2.

Since only 2 submissions are permitted in sub-
mitting phase, we trained multiple models under
different settings for model ensemble. We also

adopt 7-fold cross-validation training to improve
the system generalization.

4.3 Ensemble

Two strategies are used for our final submissions on
test data: 1) we ensemble all 7 models from 7-fold
cross-validation training by averaging their outputs,
which is trained on the train data of each subtask;
2) we trained multiple models on the train data
with different model structures. Eight top different
models are selected based on the dev accuracy for
models ensemble, then average their outputs as the
final output.

5 Results and Analysis

5.1 Single Model Performance

In subtask 1, the F1-score of PCL is used as the
official metric and the results of dev set is shown
in Table 2. We implement a baseline model for
comparison, which is the traditional classification
model with pre-trained LMs by using the [CLS]
embedding. We trained two traditional classifica-
tion models which are based on ROBERTA and
DEBERTA. The results shown that DEBERTA is
better than ROBERTA for subtask 1. The prompt
classification improved the F1-scores by 2.80% on
the same pre-trained LM, which proved that prompt
classification is more suitable with the pre-trained
LMs.

In subtask 2, the official metric is the average
score of F1-scores of all PCL categories. As
shown in Table 1, our method achieves signifi-
cant improvement compared with baselines. The
ROBERTA and DEBERTA denote the baseline
models which uses a multi binary classification
head upon pre-train LMs. The MPrompt both im-
proved the performance on ROBERTA and DE-
BERTA by 8.28%, 20.29%, respectively. The in-
formation of label names is utilized by MPrompt
method effectively.

For Transfer Learning(TL), as shown in Table 1,
the scores is improved by 3.62% based on DE-
BERTA, while is dropped by 3.17% based on
ROBERTA. We assume that is because the struc-
ture of ROBERTA in subtask 1 is not suitable for
MPrompt in subtask 2.

Label Attention(LA) is also proved to be an
effective approach both on ROBERTA and DE-
BERTA. Since the transfer learning is not useful in
ROBERTA, we further experiment the ROBERTA
MPrompt with LA and the DEBERTA MPrompt
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Method Unb Sha Pre Aut Met Com Poo avg-F1
ROBERTA 59.28 47.05 25.00 30.76 42.85 49.73 42.85 42.50
ROBERTA MPrompt 58.95 38.09 46.15 35.00 48.71 55.23 39.99 46.02
+TL 61.53 36.36 40.00 34.61 45.83 51.74 42.10 44.56
+LA 61.42 47.05 45.87 37.38 43.03 54.63 39.99 47.05
DEBERTA 55.24 29.16 34.28 25.28 45.45 49.26 19.99 36.95
DEBERTA MPrompt 57.14 40.54 32.81 30.76 44.44 52.77 52.63 44.45
+TL 57.65 29.63 43.10 39.34 60.67 47.61 44.44 46.06
+TL+LA 60.25 30.55 43.69 45.97 53.48 49.49 47.61 47.29

Table 1: Single model performance of subtask 2 on dev dataset, Unb...Poo denotes the F1-scores of each categories,
avg-F1 is the average F1-score. TL denotes the Transfer Learning, and LA denotes the Label Attention.

Method Acc Recall F1
ROBERTA 60.56 64.82 62.62
DEBERTA 66.67 61.31 63.87
DEBERTA Prompt 65.50 65.82 65.66

Table 2: Single model performance of subtask 1 on dev
dataset.

Method Subtask1 Subtask2

Dev set
7-fold ensemble - -
top ensemble 72.16 52.99

Test set
7-fold ensemble 62.73 43.87
top ensemble 58.93 43.20

Table 3: Ensemble performance on dev and test dataset,
where 7-fold is the models from 7-fold cross-validation
training, top ensemble means that ensembles the models
with top dev accuracy.

with TL and LA. The results shown that LA can
improve the performance by 2.23% on ROBERTA,
and 2.67% on DEBERTA, which proved that an
external attention between tokens and label names
is benefit for picking more important tokens related
to the label category.

5.2 Ensemble Performance

The performances of ensemble models are shown
on Table 3, which is obtained from the competition
leader-board. Our system got the second place in
subtask 2 and the ninth place in subtask 1. Ensem-
ble results on dev dataset are exhibited for com-
parison. Since the 7-fold training has trained the
dev set, we don’t exhibit the dev ensemble results
of 7-fold training. It is obvious that the top en-
semble method is much over-fit on dev set, for the
scores of test set dropped much on top ensemble
method. 7-fold ensemble method is an effective
way to avoid over-fitting and got the best test scores

of our system.
In top ensemble, we also found that integrating

different pre-trained models improves the results
significantly. The top ensemble method will be
more useful if the distribution of dev set and test
set are similar.

6 Conclusion

In this paper, we propose a multi-prompt training
with label attention mechanism to improve the per-
formance of multi-label classification task. Pre-
trained models have made great performance gain
compared to traditional neural network models in
many natural language tasks. The above experimen-
tal results may suggest that the current pre-trained
model mechanism still has room for improvement
in ABSA tasks.
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