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Abstract

Idioms are lexically-complex phrases whose
meaning cannot be derived by compositionally
interpreting their components. Although the
automatic identification and understanding of
idioms is essential for a wide range of Nat-
ural Language Understanding tasks, they are
still largely under-investigated. This motivated
the organization of the SemEval-2022 Task 2,
which is divided into two multilingual sub-
tasks: one about idiomaticity detection, and
the other about sentence embeddings. In this
work, we focus on the first subtask and propose
a Transformer-based dual-encoder architecture
to compute the semantic similarity between a
potentially-idiomatic expression and its con-
text and, based on this, predict idiomaticity.
Then, we show how and to what extent Named
Entity Recognition can be exploited to reduce
the degree of confusion of idiom identification
systems and, therefore, improve performance.
Our model achieves 92.1 F1 in the one-shot
setting and shows strong robustness towards
unseen idioms achieving 77.4 F1 in the zero-
shot setting. We release our code at https:
//github.com/Babelscape/ner4id.

1 Introduction

One of the main challenges in Natural Language
Processing (NLP) is to embed the meaning of a
piece of raw text (e.g. a word or a sentence) in
a low-dimensional dense vector. With the advent
of pretrained language models, which exploit con-
textual information and assume compositionality
of word representations, significant improvements
have been made in this direction (Peters et al., 2018;
Devlin et al., 2019). On the other hand, very little
attention has been paid to idiomatic expressions,
i.e. multi-word expressions (MWEs) with an es-
tablished meaning unrelated to the meanings of the
individual constituents. However, since idiomatic-
ity is a frequent phenomenon that can be observed
in all languages, idiomatic expressions should play

an important role in NLP. Indeed, their identifica-
tion and understanding is crucial not only for Nat-
ural Language Understanding tasks such as Word
Sense Disambiguation (Bevilacqua et al., 2021b),
Semantic Role Labeling (Conia et al., 2021) and Se-
mantic Parsing (Bevilacqua et al., 2021a), but also
for Machine Translation (Edunov et al., 2018; Liu
et al., 2020), Question Answering (Mishra and Jain,
2016) and Text Summarization (Chu and Wang,
2018), inter alia.

In the SemEval-2022 Task 2: Multilingual Id-
iomaticity Detection and Sentence Embedding
(Tayyar Madabushi et al., 2022), research on id-
ioms has been promoted by adapting datasets and
tasks from the work carried out by Tayyar Mad-
abushi et al. (2021). Specifically, the organizers
propose two subtasks:

• Subtask A: a binary classification task
in which potentially-idiomatic expressions
(PIEs) must be labeled as either "Idiomatic"
or "Literal", based on the context they appear
in. To better test models’ generalization ca-
pabilities, two different settings are provided:
zero-shot and one-shot;

• Subtask B: requires models to output the cor-
rect Semantic Text Similarity (STS) scores
between sentence pairs based on whether or
not each sentence contains an idiomatic ex-
pression. Subtask B is also available in two
settings: pre-train and fine-tune.

Both subtasks cover three languages: English, Por-
tuguese and Galician1. In addition, the organizers
provide strong baseline systems to compare with.

In this paper, we present the NER4ID submis-
sion to the SemEval-2022 Task 2 which focuses
on Subtask A. Specifically, we successfully tackle

1Galician is included only in the test sets to test transfer-
learning abilities of the models.
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the idiom identification task by introducing a two-
step system that: i) uses Named Entity Recogni-
tion (NER) to pre-identify non-idiomatic expres-
sions, and ii) exploits a novel Transformer-based
dual-encoder architecture to compute the seman-
tic similarities between the remaining potentially-
idiomatic expressions and their contexts and, based
on these, predict idiomaticity. Finally, we exten-
sively evaluate our system on both one-shot and
zero-shot settings. We release our code at https:
//github.com/Babelscape/ner4id.

2 Related Work

Approaches to idiom identification were initially
built on the notion that idiomatic expressions, like
other MWEs, are less syntactically and lexically
flexible than non-idiomatic and compositional ones.
Indeed, initial studies focused on specific syntac-
tic constructions. Fazly and Stevenson (2006) fo-
cused on verb/noun idioms, e.g. shoot the breeze,
and used the Pointwise Mutual Information (PMI,
Church et al., 1991) measure to quantify the de-
gree of lexical, syntactic, and overall fixedness
of a given verb+noun combination. Cook et al.
(2007) and Diab and Bhutada (2009) also focused
on verb/noun idioms using similar strategies. Other
studies, instead, focused on verb/particle idioms,
e.g. call off (Ramisch et al., 2008), or on idioms
satisfying specific restrictions, i.e. subject/verb,
such as tension mounted, and verb/direct-object,
e.g. break the ice (Shutova et al., 2010).

The following generation of approaches ex-
ploited semantic idiosyncrasy, i.e. the linguistic
property in which the meaning of an idiomatic ex-
pression cannot be completely derived from the
meaning of its individual constituents. This prop-
erty causes idioms to appear in contexts typically
unrelated to the meaning of their individual compo-
nents, hence it provides a key aspect to be exploited
in an automatic approach. In particular, Muzny
and Zettlemoyer (2013) introduced new lexical and
graph-based features that use WordNet2 and Wik-
tionary3, and proposed a simple yet efficient binary
Perceptron classifier to distinguish idiomatic and
literal expressions by exploiting their components
and dictionary definitions. A similar, but unsuper-
vised approach that relied on the dictionary defi-
nitions of each component of a given idiom was
adopted by Verma and Vuppuluri (2015).

2https://wordnet.princeton.edu/
3https://www.wiktionary.org/

Finally, these latter methods have been super-
seded by approaches making use of distributional
similarity in the form of both static and con-
textualized word embeddings (Gharbieh et al.,
2016; Ehren, 2017; Senaldi et al., 2019; Liu and
Hwa, 2019; Hashempour and Villavicencio, 2020;
Kurfalı and Östling, 2020; Fakharian, 2021; Gar-
cia et al., 2021; Nedumpozhimana and Kelleher,
2021), while keeping the underlying assumption
unchanged, that is, the vector representation of the
component words should be distant from the vector
representation of the context, or of the expression
as a whole.

Although efforts have been made in this direc-
tion, most of the studies to date have focused on
the English language. Additionally, the low per-
formance of current idiomaticity detection systems
makes them not very reliable, and therefore such
systems tend not to be included in downstream ap-
plications. In this work, instead, we propose a high-
performance multilingual system for idiomaticity
identification.

3 NER4ID

We first describe our architecture for idiomaticity
detection (Section 3.1), and then we show how
Named Entity Recognition can be included to ob-
tain a more robust idiom identification system (Sec-
tion 3.2). Figure 1 provides a graphical representa-
tion of the overall idiom identification system.

3.1 Dual-Encoder Architecture

In order to distinguish between compositional and
idiomatic phrases, we exploit the semantic idiosyn-
crasy property of idiomatic expressions. This prop-
erty often implies that when a MWE occurs with
its idiomatic meaning, then the meaning of its indi-
vidual components is unrelated to the surrounding
context. On the other hand, when the expression
has a compositional meaning, individual words are
related to the context. To better explain, consider
the following two alternatives in which the poten-
tially idiomatic expression piece of cake occurs:

a) Decryption is a piece of cake if you know the
override codes;

b) Tom ate the last piece of cake, but if you want,
I’m making another dessert.

In the first case, where piece of cake has an id-
iomatic meaning (i.e. it means straightforward),
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Figure 1: Graphical representation of our architecture for idiomaticity detection. “E" stands for Embedding. A
potentially idiomatic expression e is labeled as idiomatic when: i) e is not an entity, and ii) the cosine similarity
score between the representations Ω(c) and Ψ(e), where c is the surrounding context, is lower than the threshold δ.

the word cake has nothing to do with the surround-
ing context. In the second case, instead, we find
multiple words whose meaning is related to the
meaning of cake, i.e. ate and dessert.

Following the above described intuition, and tak-
ing inspiration from recent advances in the main
disambiguation tasks (Blevins and Zettlemoyer,
2020; Botha et al., 2020; Tedeschi et al., 2021a),
we design a dual-encoder architecture to produce a
vector representation for both the expression and
its context, and then, based on their cosine similar-
ity, we label the expression as either idiomatic or
literal. More formally, let us define an expression
encoder Ψ and a context encoder Ω. Then, given
an expression-context pair ⟨e, c⟩, the output of the
dual-encoder architecture Φ is defined as follows:

Φ(e, c) =




0, if

Ψ(e)TΩ(c)

∥Ψ(e)∥∥Ω(c)∥ ≤ δ

1, otherwise
(1)

where Φ(e, c) = 0 means that e is idiomatic in c,
while Φ(e, c) = 1 if e has a literal meaning in c.
δ is a manually-tuned threshold. Both encoders
are BERT-based architectures that take as input the

tokenized versions of expressions and their con-
texts, respectively, surrounded by the special to-
kens [CLS] and [SEP]. To encode an expression,
we take the sum of the individual representations
of all its subwords. Instead, for the context we take
the representation of the [CLS] token.

3.2 Entity or Idiom?

As we discussed in the previous Section, semantic
idiosyncrasy is essential for discriminating between
idiomatic and literal expressions. However, there
are cases in which the individual constituents of
a potentially idiomatic expression are unrelated to
the context, but the expression as used in that partic-
ular context is not idiomatic. Many of these cases
correspond to named entities. Table 1 provides a
selection of examples – extracted from the Sub-
task A datasets – in which PIEs are named entities.
For instance, in the first example, Blood Bath is a
movie and, therefore, it does not have an idiomatic
meaning. Nevertheless, its constituents (i.e. blood
and bath) are unrelated to the context, hence mis-
leading our dual-encoder architecture (Section 3.1)
to classify it as idiomatic.
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PIE Context

blood bath
Deborah Loomis is an actress, known for Hercules in New York (1970), Foreplay (1975)
and Blood Bath (1976).

fine line
Fine Line received generally positive reviews from music critics, particularly towards its
production and stylistic influences.

monkey business Monkey Business is an Action, Adventure, Comedy, Crime movie that was released in
1998 and has a run time of 1 hr 29 min.

rocket science After finishing "Confrontation", the band shifted to "Rocket Science".

night owl
Andrew Gonzalez, owner, Night Owl Cookies: "Nobody believed in me except for Deco
Drive.","They got me on air very quickly!"

silver spoon
Not only is it endorsed by the UK’s biggest food brands – Weetabix, Shredded Wheat,
Silver Spoon, Carling lager, Marriage’s flour – but being Red Tractor also means you can
supply different retailers without lots of different requirements.

Table 1: Examples of sentences where potentially idiomatic expressions (PIEs) are named entities.

In order to cope with this issue, we exploit
Named Entity Recognition, i.e. the task of iden-
tifying specific words as belonging to predefined
semantic types, such as Person, Location and Orga-
nization (Nadeau and Sekine, 2007). Specifically,
we introduce an auxiliary NER module in our clas-
sification pipeline that, given as input a raw text
sequence of n tokens X = x1, . . . , xn containing a
potentially idiomatic expression p, predicts all the
entities E = e1, . . . , em in X. Then, if p ∈ E, p
is labeled as literal, otherwise p is provided to the
dual encoder, together with its context. To detect
further entities, we also exploit capitalization.

4 Experiments

In this Section, we describe our experimental setup
(Section 4.1), the datasets we use to train and eval-
uate our idiom identification system (Section 4.2),
and the obtained results (Section 4.3).

4.1 Experimental Setup

We implement our dual-encoder architecture (Sec-
tion 3.1) with PyTorch (Paszke et al., 2019), using
the Transformers library (Wolf et al., 2019) to load
the weights of BERT-base-cased for English
and of BERT-base-portuguese-cased for
Portuguese and Galician. We fine-tune our idiom
identification system for 100 epochs with a Mean-
Squared Error loss criterion, adopting an early stop-
ping strategy with a patience value of 20, Adam

(Kingma and Ba, 2015) optimizer, and a learn-
ing rate of 10−5. Additionally, we set δ = 04,
and use 32 as batch size, with 4 steps of gradi-
ent accumulation. To identify entities, instead, we
employ wikineural-multilingual-ner5,
a Multilingual BERT (mBERT) model fine-tuned
on the WikiNEuRal dataset (Tedeschi et al., 2021b).
We compare systems by means of their Macro F1

scores, as specified by the competition rules. Our
final scores are obtained by ensembling the predic-
tions of N = 9 model checkpoints6 and taking the
class with the highest number of votes.

Model training was carried out on a NVIDIA
GeForce RTX 3090. Each training (i.e. for each
model configuration) required ∼1min/epoch on av-
erage, for a mean of ∼30 epochs.

4.2 Training, Validation and Test Data

The training, validation and test sets we use in our
experiments are those provided for SubTask A7.
Data statistics are provided in Table 2.

4We train our system to produce a cosine similarity score
s between a MWE e and its context c, which is s = −1 when
e is idiomatic in c, or s = 1 otherwise. Therefore, in Eq. 1,
δ = 0 means that negative similarity scores are mapped to 0
(Idiomatic), while positive scores are mapped to 1 (Literal).

5https://huggingface.co/Babelscape/
wikineural-multilingual-ner

6We use the dev set to search for the optimal value of N
by choosing from N = {1, 3, 5, 7, 9, 11, 13}.

7https://github.com/H-TayyarMadabushi/
SemEval_2022_Task2-idiomaticity
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Split EN PT GL Total
train-one-shot 73 73 63 209
train-zero-shot 3327 1164 0 4491
dev 466 273 0 739
test 916 713 713 2342

Table 2: Number of examples in the training, validation
and test sets for each of the covered languages: English
(EN), Portuguese (PT) and Galician (GL).

System EN PT GL ALL

ze
ro

-s
ho

t Baseline 70.1 68.0 50.7 65.4
Our System w/o NER 76.4 63.5 59.7 69.9
Our System 86.8 70.4 65.5 77.4

on
e-

sh
ot Baseline 88.6 86.4 81.6 86.5

Our System w/o NER 91.0 86.8 83.9 88.8
Our System 95.8 88.9 87.4 92.1

Table 3: Results of our system with and without the in-
clusion of the NER module on English (EN), Portuguese
(PT) and Galician (GL) languages using the Macro-F1

score metric. The ALL column reports the overall re-
sults. The baselines are provided by task organizers.

In the zero-shot setting, potentially idiomatic ex-
pressions in the training set are completely disjoint
from those in the validation and test sets. In the
one-shot setting, instead, one positive and one nega-
tive example are included for each MWE in the test
and validation sets. Finally, note that the zero-shot
training set and the validation set cover only En-
glish and Portuguese languages, while the test set
also contains the Galician language, hence further
increasing the difficulty of the zero-shot setting.

4.3 Results
In preliminary experiments, we measure the impact
that context inclusion (i.e., the sentences preceding
and following the one containing the PIEs) has on
our system’s performance. Similar to Tayyar Mad-
abushi et al. (2021), we observe a slight drop in
performance (i.e., -0.3 F1 points, on average on the
zero-shot and one-shot settings) and longer train-
ing times, hence we do not include context in our
experiments. Then, in order to show the effective-
ness of our dual-encoder architecture (Section 3.1)
and of our entire idiomaticity detection system that
includes the NER module (Section 3.2), we com-
pare them with the strong mBERT-based baselines
provided by the task organizers (Tayyar Madabushi
et al., 2022): for the zero-shot setting, their model
takes as input the context, while for the one-shot
setting, they exclude the context and provide as

input only the sentence containing the PIE, where
the latter is separated from the rest of the input by
using the “[SEP]” special token.

In both zero-shot and one-shot settings, our sys-
tem far exceeds the performance of the competi-
tive baselines. Specifically, in the zero-shot set-
ting we observe an average improvement of 12 F1

points for the complete system (Figure 1), and of
4.5 F1 points using only the dual-encoder architec-
ture (Section 3.1). Likewise, in the one-shot setting
we point out an average improvement of 5.6 F1

points for the overall architecture, and of 2.3 F1

points for the dual encoder. Therefore, the findings
are twofold: i) dual encoders that exploit semantic
idiosyncrasy discriminate well between idiomatic
and literal expressions, and ii) an idiomaticity de-
tection system can greatly benefit from the inclu-
sion of a NER module in the classification pipeline
to manage such ambiguous cases (cf. the examples
in Table 1, extracted by using our NER classifier).

5 Conclusions

In this paper, we presented our NER4ID submis-
sion to SemEval-2022 Task 2 focusing on the Multi-
lingual Idiomaticity Detection subtask. We started
by exploiting the semantic idiosyncrasy property
of idiomatic expressions and introduced a novel
dual-encoder Transformer-based architecture that
encodes both the potentially idiomatic expression
(PIE) and its context, and based on their similarity
predicts idiomaticity. Further, by manually inspect-
ing our system’s errors we discovered critical cases
in which, although the individual constituents of
a PIE were unrelated to the context, the expres-
sions were not idiomatic in that particular context
in which they were used. In most of these cases, the
PIEs were part of a named entity. Hence, our sec-
ond main contribution was devoted to the inclusion
of an auxiliary NER module in the idiomaticity de-
tection pipeline in order to avoid these errors. Our
experiments showed that: i) our dual-encoder ar-
chitecture was able to successfully solve the idiom
identification task by consistently outperforming
the strong baselines provided by the task organizers,
and ii) the inclusion of NER in the pipeline pro-
vided further improvements of up to 7.5 F1 points.

As future work, we plan to follow the research
line proposed by Tedeschi et al. (2022), and explore
the identification of idioms directly on raw texts,
i.e., without pre-identified potentially idiomatic ex-
pressions, and study a broader set of languages.
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