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Abstract

We present Transformer based pretrained mod-
els, which are fine-tuned for Named Entity
Recognition (NER) task. Our team par-
ticipated in SemEval-2022 Task 11 Multi-
CoNER: Multilingual Complex Named En-
tity Recognition task for Hindi and Bangla.
Result comparison of six models (mBERT,
IndicBERT, MuRIL (Base), MuRIL (Large),
XLM-RoBERTa (Base) and XLM-RoBERTa
(Large) ) has been performed. It is found that
among these models MuRIL (Large) model
performs better for both the Hindi and Bangla
languages. Its F1-Scores for Hindi and Bangla
are 0.69 and 0.59 respectively.

1 Introduction

Named Entity Recognition (NER) is one of the
hot topic in natural language processing (NLP).
NER is a task of identification of named entities
from given sentence and their classification into
predefined classes like Person, Location, Organi-
sation, Corporation etc. For below sentence:

T feoah & IpTer A P AT B,
A is Person, f&oell is Location and IR is
Corporation.

The application of NER can be found in
other NLP tasks such as text summarization
(Toda and Kataoka, 2005), information retrieval,
machine translation (Babych and Hartley, 2003),
question-answering (Molla Aliod et al., 2009).
The researchers have come up with many ap-
proaches for NER task such as Rule-based
(Krupka and IsoQuest, 2005), feature-based
Supervised approach (Liao and Veeramachaneni,
2009), Unsupervised approach and Deep learning
based approach (Li et al., 2020) and Transformer
based approach (Vaswani et al., 2017).

* Authors equally contributed to this work.

The Transformer models are good at capturing
features from lengthy sentences compared to re-
current neural networks (Vaswani et al., 2017).
RoBERTa model (Liu et al., 2019) performed
good for NER task for rich resource languages like
English.

For Hindi and Bangla languages, we applied
XLM-RoBERTa, which is a multilingual version
of RoBERTa pre-trained in 100 languages (in-
cluding Hindi and Bangla). We also applied In-
dicBERT (Kakwani et al., 2020) and mBERT (De-
vlin et al., 2018). At last, we applied MuRIL
(Khanuja et al., 2021; Sharma et al., 2022) which
is specifically pre-trained in the text of 17 Indic
languages and it gave better result than above mod-
els for the NER task.

This paper consists of a total of six sections
apart from the introduction. Section 2 briefly de-
fines the problem definition and task provided by
organizers. Section 3 discusses the work done till
now on the NER task. Section 4 mentions the
dataset being used in this paper. Section 5 de-
scribes the general Transformer architecture for
the NER task, along with prepossessing and post-
processing. Section 6 discusses the results ob-
tained by used models on both Hindi and Bangla
languages and the error analysis. Finally, Section
7 concludes this paperwork.

2 Problem Definition

The organisers (Malmasi et al., 2022b) have ar-
ranged 13 tasks according to language. They have
provided a separate dataset for each task. Each
dataset is comprised of training, development and
testing. Respective named entity tags were pro-
vided in the training and development dataset.
Only tokens were provided in the testing dataset.
Participants were required to train the models us-
ing the training and development dataset and pre-
dict NER tags on the testing dataset. We have
worked on Hindi and Bangla tasks.
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3 Related Work

Several works have been done on NER that can
be categorized under two broad categories: tradi-
tional and deep learning methods.

3.1 Traditional NER approaches

In this approach, feature engineering is carried out
by the researchers (Li et al., 2020). Under this
category comes the rule-based, feature-based su-
pervised learning, and unsupervised learning ap-
proaches.

In the rule-based method, the hand-crafted se-
mantic and syntactic features are provided to rec-
ognize the entities (Krupka and IsoQuest, 2005;
Aone et al., 1998). These rules-based systems can
not be extended to other domains because they
depend on domain-specific rules (Appelt et al.,
1995).

In the feature-based supervised approach, fea-
ture engineering plays a critical role. Features
such as word-level features (Liao and Veeramacha-
neni, 2009; Settles, 2004) and document-level fea-
tures (Ravin and Wacholder, 1997; Zhu et al.,
2005) are used. These features are then passed
through supervised models: HMM (Eddy, 1998),
Decision trees (Quinlan, 1986), SVM (Hearst
et al., 1998) and CRF (Lafferty et al., 2001) for
the classification in the labeled corpus.

In the unsupervised approach, the lexical pat-
terns and statistical features are computed, which
helps in the clustering (Collins and Singer, 1999).
The clustering approach is applied as the data is
not labeled in these cases. They extract named en-
tities by making clusters depending on the context
similarity (Nadeau et al., 2006).

3.2 Deep Learning NER approaches

As compared to the traditional NER approach, this
approach does not explicitly need features. These
models automatically extract the hidden features,
due to which the accuracies of these models are
high compared to the traditional NER approaches.
This approach involves the work done using multi-
level perceptrons, CNN (Wu et al., 2015), and BiL-
STM (Wei et al., 2016; Lin et al., 2017). Recently
the Transformer-based models have gained signif-
icant advancement in this field (Wolf et al., 2020).
The Transformer-based models are good at cap-
turing features in lengthy sentences as compared
to recurrent neural networks. The Transformer
(Vaswani et al., 2017) is equipped with parallel

training and made up of a pair of an encoder and a
decoder (to get sequence to sequence prediction).
For NER task encoder is used.

In paper (Devlin et al.,, 2019), the authors
have performed NER task on CoNLL-2003 dataset
(Tjong Kim Sang and De Meulder, 2003). The au-
thors applied both variants of BERT (Large and
Base). The Large variant achieved an F1-score
of 92.8 on the test set, whereas the base variant
achieved F1-score of 92.4 on the test set. The au-
thors have used BERT as word embedding and fed
this to the BiLSTM. XLM-RoBERTa (Conneau
et al., 2020) outperform the mBERT (Devlin et al.,
2019) and XLLM (CONNEAU and Lample, 2019)
and show strong improvements over low-resource
languages.

4 Data

The dataset (Malmasi et al., 2022a) for Hindi
and Bangla contains six different NER entities,
namely Location (LOC), Person (PER), Produc-
tion (PROD), Group (GRP), Corporation (CORP)
and Creative Work (CW). The dataset is in stan-
dard CONLL format, which uses BIO (Beginning-
Inside-Outside) tagging. The dataset provided
was of three types, namely training, develop-
ment and testing. The training and development
data contains tokens with tags, whereas testing
data contains only tokens. For both Hindi and
Bangla tracks, there were 15300 samples in train-
ing and 800 samples in development. In the test-

Tag Training | Development
B-LOC 2614 131
B-PER 2418 133
B-PROD 3077 169
B-GRP 2843 148
B-CORP 2700 134
B-CW 2304 113
I-LOC 1604 77
I-PER 2836 166
I-PROD 2295 107
I-GRP 5821 297
I-CORP 2917 138
I-CW 3592 151
o 209545 10882
Total 244566 12646

Table 1: Entity distribution for Hindi track

ing dataset, for Hindi and Bangla track there were
141565 (with 933273 total tokens) and 133119
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(with 693886 total tokens) samples, respectively.
Tables 1 and 2 shows the number of each entity in
the training and development dataset for Hindi and
Bangla, respectively.

Tag Training | Development
B-LOC 2351 101
B-PER 2606 144
B-PROD 3188 190
B-GRP 2405 118
B-CORP 2598 127
B-CW 2157 120
I-LOC 1453 61
I-PER 3132 180
I-PROD 1964 129
I-GRP 4248 226
I-CORP 2701 122
I-CW 2844 161
(0] 160250 8654
Total 191897 10333

Table 2: Entity distribution for Bangla track

5 Methodology

This work fine tuned 6 Transformer (Vaswani
et al., 2017) based pre-trained model for the
task. IndicBERT (Kakwani et al., 2020) is Al-
bert based model which is pre-trained on 11 In-
dic languages, including Hindi and Bangla. We
also fine-tuned XLM-RoBERTa (Base) and XLM-
RoBERTa (Large) (Conneau et al., 2020), which is
pre-trained on text in 100 languages. Other mod-
els are mBERT (Devlin et al., 2018) which is pre-
trained on text in 104 languages and MuRIL Base
and MuRIL Large (Khanuja et al., 2021) which is
pre-trained on text in 17 languages with explicitly
augmented monolingual text corpora with trans-
lated and transliterated document pairs. All the
corpora describe above include Hindi and Bangla
languages.

Figure 1 shows the architecture of this work,
which is divided into 3 sections: Preprocessing,
Fine tuning and Post processing.

5.1 Preprocessing

XLM-RoBERTa (Conneau et al., 2020) model and
IndicBERT (Kakwani et al., 2020) uses Senten-
cePiece tokeniser (Kudo and Richardson, 2018),
which is language independent subword tokeniser
and detokeniser. mBERT, MuRIL Base and
MuRIL Large model uses WordPiece tokeniser

Aligned label
Fully connected layer
Transformer based model
Each token embedded into 768-dimensional vector
Tokens replaced by respective IDs
Addition of padding
Addition of tokenizer specific tokens at start and end
Input Sentence splitted into tokens by tokenizer

Input Sentence
Figure 1: Generalized transformer-based model

(Wu et al., 2016). As all models use subword to-
keniser, any token may get divided into more than
one subword. Therefore an alignment of the la-
bel is required for that token. Each subword is as-
signed with the same label as the tokenised word.
In figure 2, the token SR is divided by tokeniser
into two subwords: ‘%" and '@, both subwords
gets B-CW as their label and the token 2| is di-
vided by tokeniser into two subwords: '&Y" and 'I',
both subwords gets O as their label. Tokenised sen-

TS, A, WE, TEE, T, e, v, o
(0] (0] o

0 B-CW BCW ICW o o

I WEY UBA [We O diee A

0] 0 o] (0] B-CWICW O

Figure 2: Label alignment

tences are added with special tokens along with
padding tokens, and thereafter, all the tokens re-
placed with their ID values for feeding into the
models.

5.2 Fine tuning

Architecture in Figure 1 shows that a fully con-
nected layer added on final output hidden vector of
the model. This layer takes word embedding cor-
responding to each token generated by the model
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(base models generate word embedding of 768 di-
mension and large models generate word embed-
ding of 1024 dimension) and maps each embed-
ding to the output layer of size (13,), which is
the number of unique labels of our task. Fur-
ther, we calculate loss using the cross-entropy loss
function. This model is optimized with Adamw
(Loshchilov and Hutter, 2019) and L2 weight de-
cay of 0.01. It is fine-tuned with the dynamic learn-
ing rate with linear learning rate scheduler with
max learning rate 4e-5, and also, batch size varies
from 8 to 64 for different models subject to op-
timization and a dropout of 0.1 on all layers ap-
plied. Maximum token length is taken between
84 to 128 depending on the maximum length of
tokenised sentences, which helps in faster train-
ing. Number of epochs for training were 30 for
all the models in this experiment. We chose best
model based on calculated F1-score on valid data.
This work predicts the sequence of labels by the
argmax of the final layer for each tokens. All
models along with the fully-connected layer im-
plemented by XXXForTokenClassification (Wolf
et al., 2020), where XXX refers the corresponding
model.

5.3 Post processing

After the generation of labels from the model, la-
bels are realigned according to the detokenised
sentence. This is reverse of label alignment, dis-
cussed in the Preprocessing section. The labels of
all the tokens which are first tokens of their origi-
nal word, are taken as generated labels.

Model | Precision | Recall | F1-Score
(%) (%) (%)
M1 47.99 45.77 | 46.42
M2 51.05 48.08 | 48.97
M3 62.59 61.49 | 61.81
M4 70.06 69.07 | 69.08
M5 47.31 4598 | 46.01
M6 51.90 4790 | 49.55

Table 3: Results of each model on Hindi test data

(M1: mBERT, M2: IndicBERT, M3: MuRIL Base, M4:
MuRIL Large, M5: XLM-RoBERTa Base M5: XLM-
RoBERTa Large)

6 Results and Analysis

Table 3 and 4 shows the macro average of Preci-
sion, Recall and F1-score of each model on testing

Model | Precision | Recall | F1-Score
(%) (%) (%)
M1 45.28 41.54 | 42.47
M2 43.40 37.48 | 38.55
M3 56.98 56.73 | 56.71
M4 60.25 59.27 | 59.52
M5 34.75 3226 | 33.37
M6 38.74 33.07 | 3545

Table 4: Results of each model on Bangla test data
(M1: mBERT, M2: IndicBERT, M3: MuRIL Base, M4:
MuRIL Large, MS: XLM-RoBERTa Base M5: XILM-
RoBERTa Large)

dataset for Hindi and Bangla respectively.

Tables 6 and 7 present the Entity-wise F1 score
for Hindi and Bangla testing dataset correspond-
ing to each NER model. It has been found that
MuRIL (Large) is showing the highest F1 score for
each entity. It has also been observed that the F1
score for CW (Creative work) is the least among
all the entities. It indicates that predicting CW is
the most difficult for the model.

Sentence 39 T ast
CUGED TY (1976 thodT)
Gold [0, 0,0,O0, O, B-CW, I-CW,
annotation I-CW, I-CW ]
[O,0,0,0,O0, 0, B-CW,
mBERT -CW, -CW ]
. [O,0,0,0,O0, O, B-CW,
IndicBERT LCW, L.CW |
[O, O, 0, 0O, O, B-CW, I-CW,
MuRIL -CW, [-CW ]
f{(Ic:]l;/]gRTa [O,0,0,0,O0, O, B-CW,
I-CW, I-CW |
Large

Table 5: Comparative analysis of a sentence from test
corpus

Finally, Table 5 presents the comparative results
obtained using different transformer models. Here,
the MuRIL output is close to Ground annotation
compared to other models.

7 Conclusion

Results show that large models are better than
their corresponding base models. MuRIL (Large)
model is the best among all six models described
above and the second-best model is MuRIL (Base).
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Entity | M1 M2 M3 M4 MS Mo

LOC 51.13 | 52.44 | 61.52 | 67.43 | 49.06 | 5077
PER 51.50 | 58.11 | 71.09 | 77.86 | 51.76 | 5589
PROD | 40.57 | 47.78 | 59.54 | 69.01 | 38.93 | 4302
GRP 46.74 | 49.92 | 63.78 | 71.48 | 50.37 | 5357
Cw 38.83 | 31.64 | 51.49 | 56.95 | 33.97 | 3942
CORP | 49.77 | 53.95 | 63.46 | 71.78 | 51.96 | 5466
Avg. 46.42 | 48.97 | 61.81 | 69.08 | 46.01 | 49.55

Table 6: Entity-wise F1-score of each model for Hindi dataset
(M1: mBERT, M2: IndicBERT, M3: MuRIL Base, M4: MuRIL Large,
MS5: XLM-RoBERTa Base, M6: XLM-RoBERTa Large)

Entity | M1 M2 M3 M4 M5 Mo

LOC | 4891 | 43.38 | 54.56 | 55.93 | 37.99 | 38.03
PER 56.35 | 56.71 | 74.98 | 78.21 | 45.10 | 48.28
PROD | 39.28 | 40.66 | 55.03 | 63.54 | 37.60 | 37.53
GRP 35.79 | 29.62 | 53.77 | 48.03 | 23.45 | 26.75
Cw 30.44 | 22.79 | 40.78 | 48.38 | 18.11 | 20.97
CORP | 44.09 | 38.17 | 61.14 | 63.04 | 38.00 | 41.14
Avg. 42.47 | 38.55 | 56.71 | 59.52 | 33.37 | 35.45

Table 7: Entity-wise F1-score of each model for Bangla dataset
(M1: mBERT, M2: IndicBERT, M3: MuRIL Base, M4: MuRIL Large,
MS5: XLM-RoBERTa Base M5: XLM-RoBERTa Large)

Predicting labels corresponding to Creative Work
(CW) is most challenging for all the models and
predicting labels corresponding to Person (PER)
is easier than predicting other labels.
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