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Abstract

From pretrained contextual embedding to
document-level embedding, the selection and
construction of embedding have drawn more
and more attention in the NER domain in recent
research. This paper aims to discuss the per-
formance of ensemble embeddings on complex
NER tasks. Enlightened by Wang’s methodol-
ogy, we try to replicate the dominating power of
ensemble models with reinforcement learning
optimizor on plain NER tasks to complex ones.
Based on the composition of semeval dataset,
the performance of the applied model is tested
on lower-context, QA, and search query scenar-
ios together with its zero-shot learning ability.
Results show that with abundant training data,
the model can achieve similar performance on
lower-context cases compared to plain NER
cases, but can barely transfer the performance
to other scenarios in the test phase.

1 Introduction

Named Entity Recognition (NER) as a typical topic
in the NLP field, has displayed numerous outstand-
ing outcomes in recent years, especially benefiting
from development of pretrained models. However,
there are still challenging aspects that remain to be
tackled, such as short texts (low-context), emerging
entities, and complex entities. In this task, corpus
from low-context, QA and search query scenarios
are collected to represent different complex NER
tasks (Meng et al., 2021). Wang et al. (2021) pro-
posed an automated concatenation model on plain
NER tasks with benchmark dataset like CONLL03,
which automatically generates optimized concate-
nation of stack embeddings with reinforcement
learning strategies for structure prediction tasks
like NER. A similar methodology is applied on the
given dataset to test if the challenges mentioned
above can be properly addressed.

2 Related Work

The development of sequence tagging models can
be concluded mainly into two separate parts: en-
coder and decoder. Ever since the BiLSTM-CRF
model (Ma and Hovy, 2016) was brought up, it
has been widely used as the decoder end of NER
models, while researchers shifted increasing atten-
tion to the structure of encoder. Various categories
of embeddings have been raised, including char-
acter embeddings, non-contextual embedding like
word2vec (Mikolov et al., 2013) and pretrained con-
textualized embeddings like ELMo (Peters et al.,
2018) and Flair (Akbik et al., 2018). With the emer-
gence of Transformers, the performance of large
pretrained contextualized models (Devlin et al.,
2019)have sweeped the leaderboard in lots of NLP
tasks. In terms of language, Multilingual BERT(M-
BERT) (Pires et al., 2019) demonstrates excellent
representation of multilingual embeddings, which
was later surpassed by XLM-R (Conneau et al.,
2020), a more powerful and comprehensive mul-
tilingual model. To better allocate these embed-
ding methods, many recent researchers have tried
different methods like ensemble, weighting and
concatenation. Automated concatenation (Wang
et al., 2021) is a superior method that automati-
cally generates optimized concentration of stack
embeddings with reinforcement learning strategies.
It uses result accuracy as reward for the controller
to decide which embeddings to drop.

3 Data

As described by Fetahu et al. (2021), the dataset
(Malmasi et al., 2022a) of this semeval task (Mal-
masi et al., 2022b) mainly consists of three sources:
Low-Context Wikipedia, MS-MARCO Question
(Bajaj et al., 2018) and ORCAS Search Query
(Craswell et al., 2020). Sentences from Wikipedia
are parsed and linked pages are resolved to their re-
spective Wikidata entities, to create a corpus of 1.4
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million low-context sentences with annotated enti-
ties. Part of them form the train and dev dataset. By
templating questions in MS-MARCO QnA dataset
and 10 million Bing user queries from the ORCAS
dataset, and slotting with random entities based on
frequency, 17, 868 questions and 471, 746 queries
are generated to form the test set together with the
rest of Low-context sentences.

Several data processing and augmenting is con-
ducted before training to cater for the applied
model. Since document-level embeddings have
been proved to be effective for performance im-
provement in NLP tasks, we adopt Yamada et al.
(2020)’s method and extract features by sending
the adjacent sentences in corpus together as a doc-
ument to pretrained models. The number of sen-
tences that each document contains is defined by
grid search and eventually set to 30. Although
the adjacent sentences are not sentimental related
as a document, the document level representation
still enriches the context and greatly resolves the
low-context situation.

Another novelty of the semeval dataset is the
unbalance between train and test set, in terms of
quantity and content. To solve the quantity un-
balancing, we manage to augment the train set by
slotting the entities in sentences and altering with
another one from the same type. In case of overfit-
ting, we eventually augment the train set to 3 times
of its original size.

4 Methodology

After dealing with data, a common approach for
better results is to fine-tune the transformer-based
embeddings first, where sentences are sent to the
model which is connected to a linear layer for tag
prediction. Different language embeddings are
selected for different tracks of the task. For En-
glish models, we fine-tune BERT-base, BERT-large,
M-BERT, XLNET (Yang et al., 2019), Roberta
(Liu et al., 2019), XLM-R separately and concate-
nate these embeddings with basic settings of other
embeddings like ELMo, Flair and fastText (Bo-
janowski et al., 2017), for final training. For Dutch,
Spanish and German models, we fine-tine M-BERT,
XLM-R and BERT for each language respectively.
The parameters for the fine-tuning process are 10
max epochs with batch size of 1 and learning rate
of 5.0× 10−06.

The concatenated embeddings are used as inputs
for a sequence tagging model with BiLSTM lay-

Dutch Spanish German
XLM-R+Fine-tune 0.8985 0.8502 0.8983
Final+Fine-tune 0.9030 0.8612 0.9106

Table 1: Dev Results

ers and CRF layer. The accuracy of the model is
used as the reward for reinforcement learning to
train the controller, which uses the policy gradient
method to maximize the expected reward. We refer
to Wang’s search space algorithm for the design
of reward function and gradient update. The pa-
rameters for the training process are 25 maximum
episodes, 70 maximum epochs with batch size of
32 and learning rate of 5.0× 10−06.

5 Results

Due to limitations in time and calculation resources,
we only present the results on non-English lan-
guage models. Table 1 shows the comparison be-
tween fine-tuning marco-F1 scores and final marco-
F1 scores on dev set for each language in our ex-
periment. It clearly shows that the automatic con-
catenation method is effective in improving the per-
formance of fine-tuned embeddings. We can also
find that XLM-R model plays a vital important role
in the concatenated embeddings for non-English
models.

Table 2 shows detailed final results on the test
set for each language. All scores are calculated as
F1 scores. As mentioned in the data section, apart
from the performance on low-context NER tasks,
the dataset also focuses on the zero-shot learning
ability of models on QA and search query scenarios.
It can be seen that with fine-tune and reinforcement
learning training on low-context corpus, the model
achieves high performance on the responsive part in
test set, but fails to maintain the performance when
making predictions on corpus from other sources.

6 Conclusion

We focus on the performance of automatic concate-
nated embedding model on semeval complex NER
task, and draw the conclusion that with proper data
processing methods, the model can learn excellent
sequence tagging ability from low-context corpus
and achieve outstanding performance on correspon-
sive part in test set, but cannot transfer such ability
to QA and search query domains in test set. Mean-
while, document-level feature extraction and data
augmenting by slotting and altering entities are
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Dutch Spanish German
LOWNER MSQ-NER ORCAS-NER LOWNER MSQ-NER ORCAS-NER LOWNER MSQ-NER ORCAS-NER

LOC 0.9222 0.7061 0.4618 0.8519 0.6700 0.4608 0.8230 0.6797 0.4051
PER 0.9432 0.8429 0.6993 0.9315 0.8210 0.6195 0.8837 0.8000 0.6663
PROD 0.7930 0.5456 0.6178 0.7170 0.4327 0.5721 0.7311 0.4307 0.5223
GRP 0.8716 0.3515 0.4148 0.8175 0.3771 0.4662 0.8085 0.4308 0.4462
CORP 0.8791 0.5062 0.5121 0.8567 0.4811 0.5008 0.7631 0.4937 0.4592
CW 0.8176 0.6466 0.4601 0.7578 0.5273 0.4084 0.7603 0.5122 0.4155
macro-F1 0.8711 0.5998 0.5276 0.8221 0.5515 0.5149 0.7950 0.5579 0.4858
overall
macro-F1 0.7205 0.6966 0.6675

Table 2: Cross-language Test Results

proved to be reproductably effective for common
NER tasks.
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