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Abstract

This paper presents our approach for tackling
SemEval-2022 Task 8: Multilingual News Ar-
ticle Similarity. Our experiments show that
even by using multi-lingual pre-trained lan-
guage models (LMs), translating the text into
the same language yields the best evaluation
performance. We also find that stylometric fea-
tures of the text and meta-information of the
news articles can be predicted based on the
text with low error rates, and these predictions
could be used to improve the predictions of
the overall similarity scores. These findings
suggest substantial correlations between author-
ship information and topical similarity estima-
tion, which sheds light on future stylometric
and topic modeling research.

1 Introduction

Given a pair of news articles in arbitrary languages,
the objective of SemEval-2022 Task 8 is to predict
whether the two articles cover the same story (Chen
et al., 2022). While the task falls in the category of
topical similarity estimation, traditional statistical
topic models may not be appropriate due to the
large vocabulary size and the difficulty of match-
ing representative “topic words” across languages.
For example, determining whether two articles are
about the same news story requires answering ques-
tions such as what the article is talking about, who
is involved, and where did it occur. We demonstrate
this by applying an LDA model (Blei et al., 2003)
on the original dataset, and using the LDA repre-
sentations of news articles in a logistic regression
(LR) model yields a Pearson correlation of 0.193
on the evaluation dataset.

Due to the difficulty of obtaining gold standard
topical similarity annotations, prior research on this
topic is mostly conducted under an unsupervised
setting. For example, Bisandu et al. (2018) model
text using n-gram features and cluster articles using
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an improved square root cosine similarity measure.
Singh and Singh (2021) use the similarity of news
headlines to approximate similarities of news arti-
cles. However, their approaches rely primarily on
simple statistical features on the word level, which
is not proper for our task. Rupnik et al. (2016) use
an external event list as an alias of “topic words”
with greater granularity to solve the topical similar-
ity estimation task. While this idea could be well
adapted to our task, engineering the list of events
is effort-consuming and lacks generalizability to
unseen data, since the news articles may not always
talk about a singular, distinguishable event.

Our models are based on the pre-trained multi-
lingual BERT (mBERT) model (Devlin et al.,
2018), one of the most competitive models on
multi-lingual natural language processing (NLP)
tasks. Though mBERT could handle all the lan-
guages in the challenge dataset, we find that trans-
lating both news articles in each instance into the
same language improves the performance of the
model by 0.024 in Pearson correlation coefficients.
This is counter-intuitive, since translating the text
into another language unavoidably harms its syntac-
tic quality. We hypothesize that the improvements
result from the match of named entities across doc-
uments when they are translated into the same lan-
guage.

In addition to text translation, we find that the
intermediate scores of each instance that are re-
lated to stylometric features of the text and meta-
information of the news articles could be predicted
by the an mBERT model with high Pearson correla-
tion scores (0.71 to 0.88). With a simple LR model,
the six predicted intermediate scores (i.e., geogra-
phy, entities, time, narrative, styles, and tone) can
be aggregated to make more accurate predictions
of the overall similarity scores. We speculate from
this result that stylometric features are important
for aligning the events and named entities across
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news articles, while the meta-information of these
articles provides hints about whether the two arti-
cles are talking about completely irrelevant events.
We additionally try injecting the predicted interme-
diate scores into the text encodings produced by
mBERT. However, the performance of the ensem-
ble model drops below the pure mBERT-based ap-
proach. This is expected since the predicted scores
are not dimensionally compatible with text encod-
ings. We leave for future research the problem
of efficiently boosting the text encodings with sty-
lometric features and meta information predicted
from the text.

Our approach ranked the 10th in the all-language
data challenge and the 6th most successful results
in the English-only challenge. The main areas
which impacted our model’s performance were the
languages and the lengths of the articles. Shorter
articles and certain languages proved to confuse
the model.

2 Dataset

Each sample in the training data for the task in-
cluded a url and language code for each article and
a score for the pair’s overall similarity, along with
a score for each of six stylistic features and news
meta-information (i.e., geography, time, shared en-
tities, shared narratives, style, and tone). The fea-
ture scores and overall similarity were calculated
by averaging several annotators’ scores and were
rated on a scale of 1 to 4, where 1 indicated low
similarity and 4 implied high similarity. Each pair
of news articles is annotated by 1 to 8 annotators,
with the majority of instances annotated by 1 to 3
annotators. In carrying out experiments, we split
the released training data into two sets, 80% for
training and the remaining 20% for validation. The
evaluation dataset is left out for testing purposes
only.

2.1 Scraping Article Contents

Since the dataset provides links to news articles,
we scrape the text using the newspaper3k library
I Two links were provided for each article, one
pointing to the article’s most up to date link and
another pointing to an Internet Archive site con-
taining the earliest available version of the article.
The analysis was meant to be carried out on the
content of the earliest version of the article, how-
ever if that link was unable to be scraped, then the

"https://github.com/codelucas/newspaper

most up to date version of the article was used as
the article’s content. It is noteworthy that in 854
training instances, at least one news article cannot
be retrieved from either link. Removing these data
which were not usable resulted in a training dataset
containing 7049 instances. Similarly, in the evalu-
ation data, there were 31 instances where at least
one news article could not be retrieved from either
link.

2.2 Training Data and Evaluation Data

Training data were released in two batches, where
the first batch contained 2,939 pairs of news articles
and the second batch contained 4,964 pairs of news
articles.

A key difference between the first and second
training datasets was that the second dataset in-
cluded 577 pairs with articles in different languages
(we refer to these as bilingual pairs in the rest of
the paper) whereas in the first dataset, articles were
paired with other articles in the same language. Ad-
ditionally, the evaluation data had 1440 bilingual
pairs, and the bilingual pairs in question had more
variety in the languages appearing in the pairs.

The languages used in the training data were, in
order of most to least prevalent: English, German,
Spanish, Polish, Turkish, French, and Arabic. The
only bilingual pairs in the training data were a set
of article pairs where one article was in German
and the other was in English. The evaluation data
had the same languages as the training data, along
with Russian, Italian, and Chinese (zh: ISO 639-1).

3 Experimental Setup

All our models are implemented based on the Multi-
Task Deep Neural Networks for Natural Language
Understanding (MT-DNN) (Liu et al., 2019) model.
Specifically, we use the pre-trained mBERT model
with 12 layers and 12 attention heads on each layer.
For data pre-processing, we separately truncate
or pad the two news articles in each instance to
512 words, join them with a “[SEP]” token, and
tokenize the text with the mBERT tokenizer. The
regression head of MT-DNN is applied on top of the
last-layer output of mBERT to generate predictions.

For each approach we present, we fine-tune the
mBERT model for 5 epochs with early stopping. A
batch size of 8 and a learning rate of 5 x 107" are
used for all the settings. These are default hyperpa-
rameters from the MT-DNN library. Additionally,
we implement a bidirectional LSTM (BiLSTM)
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(Hochreiter and Schmidhuber, 1997) model as our
baseline, using exclusively the text of the articles
as input. We set the dimension of hidden states to
100 for this model, and we train the model for 20
epochs with a learning rate of 0.001 and a batch
size of 512 in all the experiments. Our BiLSTM
model achieves a Pearson Correlation of 0.277 on
the validation set.

We repeat all the evaluations three times with
different random seeds (i.e., 0, 1, and 2), and we
report the mean Pearson correlation coefficient and
the standard deviation of scores. All the experi-
ments are run on a single RTX-6000 graphics card.

3.1 Translating Articles

As mentioned in Section 2, there were a substan-
tial number of bilingual article pairs in the train-
ing and particularly in the evaluation data. Since
some of our approaches require translating both
articles in each instance into the same language,
we adopt googletrans? to carry out the translations.
We experimented with settings where the articles
are translated (1) into English, (2) into the language
of the first article, or (3) into the language of the
second article, and in the evaluations we used the
setting under which each model performs the best
on the validation set.

3.2 Approaches

Figure 1 visualizes the three approaches we tried
in the challenge.

3.2.1 LR-Based Feature Ensemble Model

In our best-performing model, the mBERT model
is used to encode the text and predict six intermedi-
ate scores provided in the training dataset. An LR
model with the intermediate scores as input is then
used to predict the overall similarity scores. The
scikit-learn (Pedregosa et al., 2011) implementa-
tion of the LR model is used in our model.

3.2.2 Text-Based Regression Model

For this approach, we rely purely on the text en-
coding ability of mBERT to make topical similar-
ity predictions. Under this setting, we remove all
the meta-information or stylistic clues of the doc-
uments from the input and directly fine-tune the
vanilla mBERT model to predict the overall simi-
larity scores.

2https://github.com/ssut/py-googletrans

3.2.3 Feature-Injected mBERT Model

Since the meta-information and stylistic features of
the news articles have proven to be useful in Sec-
tion 3.2.1, we attempt to combine these interme-
diate predictions with text encodings produced by
mBERT. Specifically, in each instance, we predict
the six intermediate scores and concatenate these
to the last-layer hidden state of mBERT to make
predictions on feature-enhanced text representa-
tions. Other parts of the mBERT model remain
unchanged. Different from the ensemble model,
the feature-injected model is end-to-end.

4 Results and Analysis

The efficacy of each approach was judged on the
Pearson Correlation between the predicted similar-
ity and the ground truths (Freedman et al., 2007).
With this metric, scores closer to 1 and —1 im-
ply the strongest positive and negative correlations
possible, and scores close to 0 imply poor to no
correlation.

A summary of the scores can be found in Figure
2. The three approaches worked most successfully
when used in tandem with translations. Here we
focus on the best performing translation setting for
each of the three approaches described in Section
3.2 and compare it to the same approach applied to
non-translated data.

4.1 Impact of Language Unification

For our LR-based model, the best performing set-
ting was translating the bilingual pairs in the train-
ing data and the evaluation data to the first language
of the pair. As discussed in Section 3, we ran this
setting with three different seeds, and the approach
yielded a mean of 0.746 with a standard deviation
of 0.00210. This represented an increase in the
correlation by 0.024 when compared to the same
setting with no translation.

The next best performing approach was our text-
based regression model, with translations to the
first language in the bilingual pair. The vanilla
mBERT model yielded a mean correlation of 0.737
and a standard deviation of 0.00398. Translation
in this setting proved to increase the correlation of
the scores by 0.020.

Lastly, the injected features approach performed
best when the bilingual pairs were translated to
English, and yielded a mean score of 0.737 with
a standard deviation of 0.00642. Although this
approach scored the lowest among the three, trans-
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Figure 1: A visualization of three different models we explore in the challenge. The red line shows the approach
outlined in Section 3.2.1, the green line shows the approach outlined in Section 3.2.2 and the blue line shows the

approach outlined in Section 3.2.3
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Figure 2: Pearson correlation coefficients achieved by
our models on the evaluation dataset. For each model,
the green bar represents the score achieved when both
documents in each instance are translated to the same
language.

lation proved to be the most useful when applied
in this setting, with an increase of 0.29 when com-
pared to injecting the features without translation.

Due to the nature of the task, i.e., determining
whether articles speak about the same event, it is
reasonable to infer that translating articles into the
same language boosted performance because of the
alignment of named entities in the same language.
Although mBERT can manage all of the languages
used in the dataset, named entities may be harder
to represent between languages, and given their
significance in determining article similarity, it is
likely that their translation into the same language
was the operative factor in enhancing performance.

4.2 Error Analysis for the LR-Based Feature
Ensemble Model

When examining the samples where our LR-based
model’s predictions were furthest from the ground
truth annotations, the length in the pair of articles
proved a significant factor. The shorter the length of
the articles, the more difficult it was for the model
to produce accurate predictions, and conversely,
samples with longer article lengths tended to yield

higher correlation. The shorter articles on which
the model was failing tended to be articles where

Langs Overall (%) Outliers (%) Short (%)
ar - ar 6.08 15.85 18.07
zh - zh 15.69 22.95 48.27
ru-ru 5.85 11.47 4.70
pl-pl 4.57 7.10 1.65

Table 1: Percentage of same-language instances in the
entire evaluation data (Overall), in the subset of evalu-
ation data where our best model performs at least 1.5
points off the gold standard labels (Outliers), and in the
subset of evaluation data where at least one article in a
pair is at most 80 characters in length (Short).

we had only been able to scrape the headline of the
article.

For example, our model incorrectly predicted
that the following two articles were dissimilar: (l)
TR & 38 b i 1 FR E A BT KT 20
E-K LM and (2) “TE /b B LAERE IR S RBETK
FF— W F e F - 42— AR M  (trans-
lated: “Release to stimulate the vitality of the man-
ufacturing industry to stabilize economic growth -
Chamber of Commerce Channel - Great Wall Net-
work”, “Symposium on Stabilizing Foreign Trade
Unleashes Favorable Package of New Measures to
Be Launched”). In this case, the articles are lacking
in substance to investigate their similarity. Instead,
the model has to rely on the articles’ headlines
which contain far less information.

Another likely influence on the model’s predic-
tion was the language on which it was predict-
ing. Although our approach leveraged multilin-
gual models, there were certain languages which
tended to yield poor outcomes. The most no-
table were Chinese-Chinese, Arabic-Arabic, Polish-
Polish, and Russian-Russian pairs. Some of these
could be explained by the prevalence of certain lan-
guage pairs in the subset of evaluation data where
article lengths were particularly short. This is de-
tailed in Table 1.
whether the length of the article or the language
is the operative factor in the poor predictions. It

4t Aataraia

T AFE A~ A
lllub ll lb Qinicuit to actermine
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Instances = LEN-A1 LEN-A2
Good preds 1427 1354
Poor preds 394 507

Table 2: The median number of characters in Article 1
(LEN-A1) and Article 2 (LEN-A2) for each instance of
the evaluation datasets where the error margin achieved
by our best model is small (Good preds) or large (Poor
preds). We regard the instances where the predictions
are within an error margin of 0.2 points as good pre-
dictions and those whose error margins are above 1.5
points as poor predictions.

is important to note, however, that in the case of
articles written in Chinese, each character encodes
substantially more information than a character in
the Latin, Arabic, or Cyrillic alphabets. Neverthe-
less, it is noteworthy that two of the four languages
which confused the model were those which it had
not seen in the training data.

4.3 Inter-Approach Error Analysis

Our LR-Based model tended to outperform the
text-based regression and feature-injected mBERT
models when the article pairs spoke about the same
news story but with different entities as subjects.
For example, in one pair of articles, both articles
referred to tableau proposals for India’s Repub-
lic Day celebration being rejected, however one
speaks about the proposal from the Maharashtra
and the other about the West Bengal government
proposal. Due to the articles being about a sim-
ilar event, they contain similar phrases, such as
“Twenty-two proposals, 16 from states and union
territories and six from central ministries — out
of a total 56 have been short-listed for this Repub-
lic Day parade” and “the Ministry of Defence has
selected 22 tableaux out of 56 proposals for the
Republic Day parade.” This pairing was given a
similarity score of 1.5; our LR-based model pre-
dicted 1.48, our text-based regression model 2.42,
and our feature-injected mBERT 2.67. Because the
latter two models rely more heavily on textual data
than the former, the articles’ similar phrases likely
inflated their scores while the LR-based model was
more greatly influenced by the pair’s features. In
this case, both articles were written in English.
Conversely, our LR-based model underper-
formed when the textual similarity correlated more
with the score than the features did. In one case,
one article refers to Austrian MPs who are sick with
COVID-19 and the other compares Austria and the

EU’s approach to dealing with MPs who are sick
with COVID-19. Similar phrases and words appear
in both articles, such as the pair “That will de-
pend above all on whether the government submits
corresponding requests to Parliament”, “Now the
President wants to discuss Parliament’s timetable”,
and the pair “how MPs who have tested positive
could also take part in votes”, “Ten MPs of the
OVP ... are in self-quarantine.” This pairing was
scored 3.0 for overall similarity, however the fea-
ture scores for this pair are 1.0, 2.0, 1.0, 4.0, 1.0,
1.0 for geography, entities, time, narrative, style,
and tone, respectively. Our LR-based model pre-
dicted 1.95, our text-based regression 2.63, and
our feature-injected mBERT 2.87. It is reasonable
to conclude that the overwhelmingly low features
scores contributed to the large difference in our LR-
based model’s prediction and the annotated score,
while the textual similarity of the pair improved the
scores for the latter two models.

5 Conclusion and Future Work

This paper describes the model we use for tackling
SemEval-2022 Task 8: Multilingual News Article
Similarity. Our work shows that while the vanilla
mBERT model could greatly outperform shallower
baseline models (e.g., BILSTM and LDA) on this
task, introducing intermediate prediction objectives
(e.g., stylometric features and meta-information of
news articles) helps improve the performance of
mBERT noticeably. Additionally, we find that uni-
fying the languages of news articles in each training
and evaluation instances has a positive effect on the
ensemble model’s performance. We speculate that
translating both articles in an instance into the same
language helps the model align similar named enti-
ties across articles, which is important for assessing
whether a pair of articles focus on the same set of
events or entities.

Since it is shown by our experiments that stylo-
metric features are contributive for topical similar-
ity estimations, future work can extend our ensem-
ble model by involving a richer list of writing-style-
related linguistic features.
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