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Abstract

Due to the widespread usage of social media
sites and the enormous number of users who
utilize irony implicit words in most of their
tweets and posts, it has become necessary
to detect sarcasm, which strongly influences
understanding and analyzing the crowd’s
opinions. Detecting sarcasm is difficult due to
the nature of sarcastic tweets, which vary based
on the topic, region, the user’s attitude, culture,
terminologies, and other criteria. In addition to
these difficulties, detecting sarcasm in Arabic
has its challenges due to its complexities, such
as being morphologically rich, having many
different dialects, and having low resources.
In this research, we present our submission
of (iSarcasmEval) sub-task A of the shared
task on SemEval 2022. In Sub-task A; we
determine whether the tweets are sarcastic
or non-sarcastic. We implemented different
approaches based on Transformers. First, we
fine-tuned the AraBERT, MARABERT, and
AraELECTRA. One of the challenges that
faced us was that the data was not balanced.
Non-sarcastic data is much more than sarcastic.
We used data augmentation techniques to
balance the two classes, significantly affecting
the performance. The performance F1 score
of the three models was 87%, 90%, and 91%,
respectively. Then we boosted the three models
by developing an ensemble model based on
hard voting. The final performance F1 Score
was 93%.

1 Introduction

According to the Cambridge dictionary definition
of Sarcasm, it is the use of remarks that mean
the opposite of what they say, made to hurt some-
one’s feelings or humorously criticize something,
Like when you say Love this weather. (When the
weather is horrible).

Sarcasm detection is determining whether or not
a piece of text is sarcastic. Sarcasm is a significant

challenge for sentiment analysis systems. This is
because a sarcastic sentence usually contains an
implicit negative sentiment that is expressed with
positive expressions. This discrepancy between the
surface and intended sentiments creates a difficult
challenge for sentiment analysis systems.

Sarcasm detection is a difficult task for a variety
of reasons. First of all, there aren’t many labeled
data resources for sarcasm detection. Moreover,
any available texts that can be collected (for exam-
ple, Tweets) contain many issues, such as an evolv-
ing dictionary of slang words and abbreviations, so
it usually takes many hours for human annotators
to prepare the data for any potential use. Further-
more, the nature of sarcasm detection adds to the
task’s difficulty, as Sarcasm can be considered rela-
tive and varies significantly between people, and it
depends on many factors such as the topic, region,
time, the events surrounding the sentence, and the
readers/writers mentality and the; in other words, a
sentence that one person finds sarcastic may sound
normal to another. (Farha and Magdy, 2021)

In addition to these previous challenges, discov-
ering irony in the Arabic language has its own set of
challenges due to the complexities of the language,
such as being formally rich, different dialects, lack
of resources, and rapid development due to the
inclination of the Arabic language. The Arab citi-
zen makes fun of all his affairs, especially politics,
which uses many words and terms that are implicit
in it.

Transformers greatly assisted in significant ad-
vancements in NLP tasks. They are a new neural
network that does not employ convolution or re-
cursion. They instead use their attention to find
correlations between words in the text. Transform-
ers can process text in parallel, allowing them to
learn much faster than sequential methods. They
also outperform previous methods in terms of re-
sults.

Transformer-based language models have re-
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cently proven to be highly efficient at language
understanding, giving promising results across var-
ious NLP tasks and benchmark datasets. The lan-
guage modeling capability of these models aids
in capturing the literal meaning of context-heavy
texts. For Arabic NLP in particular, the best results
for sentiment analysis are currently achieved by
AraBERT, a language model proposed by (Antoun
et al., 2020).

Despite recent advances, detecting sarcasm re-
mains a difficult task because of implicit, indi-
rect phrasing and the symbolic nature of language.
When working with Twitter data, the task becomes
even more difficult because the social media posts
are often short and contain noise sources, code-
switching, and the use of nontraditional dialec-
tal variations. Furthermore, BERT-based models
have struggled with rare words, which are more
common in social media texts due to their infor-
mal nature and the prevalence of slang words. It
is difficult for language models like AraBERT,
which have been trained on structured corpora from
Wikipedia.(Hengle et al., 2021)

In this study, we tackle (iSarcasmEval) sub-task
A of the shared task on SemEval 2022.In SubTask
A; we determine whether the tweets are sarcastic or
non-sarcastic. We have proposed models based on
transformers to discover the sarcasm that transform-
ers have proven to excel in other NLP tasks such as
sentiment analysis. We summarize what has been
accomplished in this research in the following:

* Fine-tuning the state-of-the-art transformers-
based models such as AraBERT, AraELEC-
TRA, and MARBERT.

* One of the challenging problems in this task
is that the dataset is unbalanced, with 2357
non-sarcastic tweets and 745 sarcastic. We
solved this problem by using augmentation
and balancing the two classes.

* We proposed an ensemble model based on
hard voting between the three fine-tuned trans-
formers, and it outperforms each of them.

The following sections are organized as follows;
Section 2 presents the background, section 3 de-
scribes the task and dataset description, section 4
gives an overview of the proposed system, section
5 explores the results and discussion, and section
6 concludes and gives possible directions for the
future.

2 Background

There are few attempts to work on Arabic sarcasm.
The workshops in the field of Natural language pro-
cessing for the Arabic language revived the interest
in detecting sarcasm, as this workshop provided an-
notated datasets, which was considered a challeng-
ing obstacle in front of researchers. Such as the pre-
vious shared tasks on irony detection(Ghanem et al.,
2019) along with the participants’ submissions and
dialectal sarcasm datasets by (Abbes et al., 2020);
(Farha and Magdy, 2021);(Abu Farha et al., 2021).

This survey mainly focuses on the WANLP 2021
workshop and its shared task on sarcasm in Ara-
bic. This shared task seeks to promote and draw
attention to Arabic sarcasm detection, which is
critical for improving performance in other tasks
such as sentiment analysis. The dataset used in
this collaborative task, ArSarcasm-v2, comprises
15,548 tweets that have been labeled for sarcasm,
sentiment, and dialect. Subtask 1 on sarcasm de-
tection received 27 submissions. The majority of
approaches relied on using and fine-tuning pre-
trained language models like AraBERT and MAR-
BERT (Abdel-Salam, 2021); (Abuzayed and Al-
Khalifa, 2021); (Alharbi and Lee, 2021);(Bashmal
and AlZeer, 2021);(Faraj et al., 2021);(Gaanoun
and Benelallam, 2021);(Hengle et al., 2021);(Hu-
sain and Uzuner, 2021);(Israeli et al., 2021);(Naski
et al., 2021);(Wadhawan, 2021). Deep learning and
traditional machine learning approaches were used
by a few of the participants(Nayel et al., 2021).

The BhamNLP(Alharbi and Lee, 2021) team
was ranked best in the sarcasm detection task, with
an F1-Score 0.6225. They deployed a multi-task
learning architecture trained for sarcasm and sen-
timent classification in their approach. The model
is based on both a MARBERT and a CNN-LSTM
model, with each model’s output being concate-
nated and supplied to the final output layer. The
CNN-LSTM utilized both word and character em-
beddings.

3 Task And Dataset Description

In SemEval 2022 Task 6: iSarcasmEval (In-
tended Sarcasm Detection In English and Ara-
bic)(Abu Farha et al., 2022). The organizer of-
fered two datasets, Arabic and English. There are
three subtasks. SubTask A its aim is to determine
whether the given text is sarcastic or non-sarcastic;
SubTask B is applied in (English only): it aims to
determine which ironic speech category the given
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non sarcastic

sarcastic
sarcastic

Figure 1: The distribution of the original dataset.

text belongs to, if an. It’s a binary multi-label clas-
sification task. SubTask C: it aims to determine
which text is the sarcastic one; if it is given two
texts that convey the same meaning,

we have to clarify that our proposed system is a
solution to Subtask A on the offered Arabic dataset.
The Arabic dataset consists of 3,102 tweets with
2357 non-sarcastic tweets and 745 sarcastic ones.
The test set contains 1400 tweets. It was released
without labels for evaluation purposes. The dataset
is provided with dialects and sarcasm labels. Ta-
ble 1 shows some statistics of the released training
set. Figure 1 shows the distribution of sarcastic and
non-sarcastic tweets. Table 2 shows a sample of
sarcastic and non-sarcastic tweets.

4 System Overview

The proposed model comprises two main phases:
Data augmentation and the Ensemble module, con-
sisting of three pre-trained transformers(AraBERT,
MARABERT, AraELCTRA) and the Voting mod-
ule, as shown in this Figure 2.

4.1 Data Augmentation

One of the challenging problems in this dataset is
its small size, and it’s unbalanced. The number of
non-sarcastic tweets is 2357, while sarcastic is 745.
We used data augmentation to balance the minority
classes, Sarcastic. We used the NLPAug tool for
augmentation. It is a python library based on non-
contextual embeddings like Glove, Word2 Vec, etc.
And also for contextual embeddings like BERT
and RoBERTa. By inserting or replacing words
using word embedding, we used AraBERT for that
purpose. Tables 3 shows a sample of tweets before
and after augmentation.

4.2 Ensemble Module

This module consists of two phases. Firstly, apply
three of the state of art pre-trained transformers,
then use an ensemble hard voting technique.

(I) Transformer Based Models:

Deep learning methods have shown promis-
ing results in many machine learning domains,
including natural language processing, com-
puter vision and speech recognition. Due
to architectures inspired by the human brain,
deep learning techniques have recently outper-
formed traditional machine learning methods
in terms of performance. Most deep learn-
ing techniques in the context of NLP use
word vector representations to represent tex-
tual inputs (Mikolov et al., 2013a),(Mikolov
et al., 2013b). These traditional techniques
are being replaced by transformer-based tech-
niques and significantly improve most NLP
tasks, such as classification. As a result of the
pre-training process, transformer-based tech-
niques can generate efficient word embedding,
making them powerful language models.

 AraBERT (Antoun et al., 2020) Pre-
trained to handle Arabic text, AraBERT
is a language model that is inspired
by Google’s BERT architecture. Six
variants of the same model are avail-
able for experimentation: AraBERTv0.2-
base, AraBERTV1- base, AraBERTVO0.1-
base, AraBERTv2-large, AraBERTV0.2-
large, and AraBERTVv2-base.

* AraELECTRA
(Antoun et al.,, 2020) With reduced
computations for pre-training the
transformers, ELECTRA is a method
aimed toward the task of self-supervised
language representation learning. ELEC-
TRA models are inspired by the two
primary components of Generative
Adversarial Networks: generator and dis-
criminator. They aim at distinguishing
between real input tokens and fake ones.
These models have shown convincing
state-of-the-art results on Arabic QA
data.

*« MARBERT
provided by (Abdul-mageed et al., 2020).
These models are based on the BERT-
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Table 1: Distribution of tweets among different dialects

SARCASTIC/DIALECT EGYPT GULF LEVANT MAGHREB MSA NILE TOTAL

NON-SARCASTIC 472 67 81
SARCASTIC 0 17 35

12 1470 255 2357
77 49 567 567

Table 2: Sample of tweets with Dialect and classified to sarcastic and non-sarcastic.

DIALECT SARCASTIC

NON-SARCASTIC

Egypt

Gulf

[PENE

r team didn’t take anyting expect the week breath

Levant

Magreb PIESN

nd tall and serve me, she told him to take the refrigerator instade

MSA

Is. the bes

in ) The light cut agine

Nile

0 be a doctor without getting in faculty of medicine

5
V5T
is time would have been sucking a cane

Table 3: Sample of the original and augmented tweets.

Original Text A ted Text
c,ul:" [ Al C”“Lf Ey 2
o o allay g oodle I dle ool | as pllay e g ol 1> el
Al bt gt el d O ol AL bl el ol

base and trained on a set of books and
news articles. AraBERT was trained on

TP
Recall = TP+ FN TEN 3)

2 x Precision * Recall
F1-S8 = 4
core Precision + Recall )

66GB of text-only news articles. MAR- 5.2 Experimental Results

BERT was trained on a larger dataset
(128 GB), 50% of which is tweets. The
variation in MARBERT’s training data
gives it the ability to handle better the
variations in colloquial Arabic, which is
very useful for sarcasm detection

(II) Voting Module: The three classifier outputs
are fed into the voting module based on hard
voting. It selects the majority prediction,
whether sarcastic or non-sarcastic. For exam-
ple, the ensemble module predicts sarcastic if
two models predicted sarcastic, as shown in
Figure 3.

5 Results and Discussion

5.1 Performance Evaluation Metrics

We used a variety of metrics to evaluate the pro-
posed model quality. To evaluate the model’s per-
formance, we have to compute its Accuracy, Recall,
Precision, and F1-Score. The equations for these
evolution metrics are as follows:

s B TP+TN 0
Y = TP A TN ¥ FP+ FN
TP
Precision = ————— 2
recision TP+ FP 2)
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We applied two experiments, one without augmen-
tation and the other with augmentation. We split
the data into 60% for training, 20% for validation,
and 20% for testing.

* First experiment, After splitting, we fine-
tuned the three pre-trained transformers
AraBRT, MARBERT, AraELECTRA on the
original data and the ensemble model. The
results show that F1-Score for AraBERT, Ara-
ELECTRA, MARABERT, and the Ensemble
model were 74%, 69%, 77%, 77% respec-
tively. As shown in Table 4.

* Second experiment, after data augmentation,
and the number of tweets in sarcastic and
non-sarcastic are equal. Experiment 2 shows
that F1-Score for AraBERT, AraELECTRA,
MARABERT, and the Ensemble model were
87%, 90%, 91%, 93% respectively. As we
see in Table 5, there is an improvement
in the performance of ARAELECTRA,
MARABERT, and the Ensemble model.

The results show that our proposed model
ranked sixth on the official competition. F1-
score for sarcastic tweets is 0.4438, while F1-
score for non-sarcastic tweets is 0.6222.



Data !
Augmentation —»

Sarcastic
Dataset

The Model Architecture

Ensemble
Classifier

Sarcastic

Mon Sarcastic

Figure 2: The proposed model architecture

Table 4: AraBert, MARBERT, ARAELECTRA, and Ensemble models on the original data.

!

Sarcastic

ings, May, page 6265-6271.

R. Abdel-Salam. 2021. Wanlp 2021 shared-task:

Models Precision Recall Accuracy Macro-F1 score F1 sarcastic

ARABERT 83% 84% 88% 83% T4%

ARAELECTRA 84% 79% 87% 81% 69%

MARABERT 89% 83% 90% 86% T7%

ENSEMBLE 88% 84% 90% 85% 77%
o References
1 Hard Voting Classifier
: I. Abbes, W. Zaghouani, O. El-Hardlo, and
‘ AraBERT ‘ ‘ MARABERT ‘ ‘ ARAELECTR ‘ ' F. Ashour. 2020. Daict: A dialectal arabic irony
Yon §’ e corpus extracted from twitter. In LREC 2020
' '
: ooy, R o - 12th International Conference on Language
: Resources and Evaluation, Conference Proceed-
: VOTING

Figure 3: Hard voting Module.

6 Conclusion

We presented our submission on the shared Sub-
task A on Arabic sarcasm detection iSarcasmEval
2022 to tackle the problem of detecting sarcasm in
Arabic. We explored different pre-trained models
based on BERT. We noticed that the performance
of AraELECTRA, MARABERT, and the Ensem-
ble model is greatly improved after data augmenta-
tion and balancing the sarcastic and non-sarcastic
tweets. The best submission model was the ensem-
ble model; it applies hard voting on the AraBERT,
MARABERT, and AraELCTRA. In the future, we
plan to improve the performance of the proposed
model by understanding and identifying which fea-
tures are essential that contribute to enhancing the
model prediction and troubleshooting unexpected
model outputs.
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