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Abstract

This paper presents a deep learning system that
contends at SemEval-2022 Task 5. The goal is
to detect the existence of misogynous memes
in sub-task A. At the same time, the advanced
multi-label sub-task B categorizes the misog-
yny of misogynous memes into one of four
types: stereotype, shaming, objectification, and
violence. The Ensemble technique has been
used for three multi-modal deep learning mod-
els: two MMBT models and VisualBERT. Our
proposed system ranked 17th place out of 83
participant teams with an F1-score of 0.722 in
sub-task A, which shows a significant perfor-
mance improvement over the baseline model’s
F1-score of 0.65.

1 Introduction

Participating in online social networks (OSN) has
become more common nowadays, especially for
women, as 78 percent of them use social media
several times per day compared to 65 percent of
the men. Anyhow, hateful speech against women
did not stop until offline methods but also found
its way on the web using popular communication
tools such as memes. A meme is an online spread
of captioned pictures or GIFs meant to be funny
or critical to people or society. It has the most
humor characteristics on social network platforms.
However, in a short period, some minorities started
to develop memes aiming at gender discrimination,
inequality, and spreading hate against women.

Due to the growth of Artificial Intelligence (AI),
Natural Language Processing (NLP), and Com-
puter Vision (CV), the machine started to recognize
and understand languages and images more than
ever. Therefore, preventing hate speech and misog-
yny became more achievable by applying these
methodologies. This paperwork presents our partic-
ipation in SemEval-2022 Task 5 (Elisabetta Fersini,

2022) which aims to detect misogyny in memes. In
this study, MultiModal BiTransformers (MMBT)
(Kiela et al., 2019) and VisualBERT (Li et al., 2019)
have been used to build the proposed model by em-
ploying the ensemble technique. The proposed
model reaches an F1-score of 0.722 in sub-task A
depending on the provided 10K memes dataset and
without external datasets.

This paperwork is constructed as follows: Sec-
tion 2 presents the related work, followed by Sec-
tion 3, which clarifies the task description. Section
4 shows dataset details and preprocessing proce-
dures. Section 5 shows off the architecture of the
solution system. Finally, sections 6, 7, and 8 pro-
vide the experiments, results, and conclusion.

2 Related Work

Several researchers are attracted to detecting hate,
harm, sarcasm, and satire on Social media (Faraj
and Abdullah, 2021; Isaksen and Gambäck, 2020;
Watanabe et al., 2018). Internet Memes are consid-
ered one of the most popular ways to communicate
on all topics on social media. Since it is a global
issue and a world trend, many researchers have
started to compete in preventing harmful memes
from pervasion. This paperwork (Shang et al.,
2021) aimed to detect offensive analogy memes
to prevent this from spreading out. The focus was
here on images as it attracts more people and has
richer information than the text alone.

One competition from Facebook (Kiela et al.,
2021) aimed to detect hate speech in memes as it is
hard to be tackled by having humans checking out
every meme. From their vision, hate speech was
understood as "any communication that disparages
a target group of people based on some character-
istic such as race, color, ethnicity, gender, sexual
orientation, nationality, religion, or other character-
istics" (Levy et al., 2000). The dataset consisted of
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12540 memes, split between 7834 for non-hate and
4706 for harmful.

On the other hand, deep learning models have
been successfully applied to learning features for
single modalities: text (Abdullah and Shaikh, 2018;
Abedalla et al., 2019) and images (Abedalla et al.,
2021, 2020). Moreover, learning-based models
that combine elements from multiple modalities
are more robust in visual-linguistic tasks such as
detecting hateful memes (Sandulescu, 2020).

3 Task Description

The main objective of this task (Elisabetta Fersini,
2022) is the identification of misogynous memes.
Memes can be identified using text, images, or both.
Using both images and text surely produces better
results. The task is divided into two sub-tasks:

• Sub-task: This task aims to classify the meme
as either misogynous or not misogynous.

• Sub-task B: this is a multi-label task, and the
goal is to identify the type(s) of misogyny
in misogynous memes. Types of misogyny
are stereotypes, shaming, objectification, and
violence.

Although we did not use any external datasets,
it is allowed for participants to do so.

4 Dataset

4.1 Dataset Description
The training dataset provided by (Elisabetta Fersini,
2022) consists of 10,000 memes along with a file
containing the extracted text, image file names,
and five columns representing labels. The evalu-
ation dataset consists of 1,000 memes, provides
the extracted text and does not contain the labels.
Competitors are supposed to use the evaluation
dataset to produce and submit evaluation results.
Memes were gathered by searching on social me-
dia platforms, such as Twitter and Reddit, and
other meme creation and sharing websites, such
as 9GAG, Knowyourmeme, and Imgur.

4.2 Data Preprocessing
Regarding the extracted text of memes, it is consid-
ered clean, and there is not much pre-processing
required, but a lot of memes contain a web address
in the bottom-right corner, which might better be
removed. Also, Twitter hashtags and usernames are
removed. Furthermore, any unwanted non-English

Statistical Property Value
Maximum sentence length 325
Minimum. sentence length 2

Average sentence length 21.46
Standard deviation of sentence length 16.97

Table 1: Statistical properties of memes text

or non-understandable characters are removed. The
previously mentioned pre-processing steps provide
a slight performance improvement. Regarding the
images, no pre-processing is applied.

4.3 Data Analysis
The dataset contains 5,000 misogynous memes and
5,000 non-misogynous memes. Thus, the dataset
is perfectly balanced for sub-task (A). As shown
in Table 1, the longest sequence of memes text
is 325 words long, and the shortest sequence is
only two words long. The average sentence length
is 21.46, and the standard deviation of sentence
lengths is 16.97. The previous statistics indicate
that most sequences are nearly 2-38 words long,
and fewer sentences contain more than 38 words.
Therefore, the chosen threshold for sequence length
(maximum sequence length) is 64.

5 Systems Description

5.1 Text-based Model
The first approach uses pre-trained language mod-
els to identify misogynous memes based on text.
We ended up choosing RoBERTa (Liu et al., 2019)
as it is one of the state-of-the-art language mod-
els. Unfortunately, relying on text-only is not good
enough to classify memes robustly.

5.2 Image-based Model
The second approach uses pre-trained computer
vision models to identify misogynous memes based
on images. The chosen model is VGG (Simonyan
and Zisserman, 2014), it is one of the most popular
Convolutional Neural Network (CNN) models, and
the chosen variant is VGG-16 which consists of 16
layers. Unfortunately, similar to text, using images
only does not classify memes robustly.

5.3 Multimodal Models
As memes contain both text and images, it is rea-
sonable to use deep learning models that use both
text and images to produce more accurate and ro-
bust predictions.
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The first model used in our solution is Mul-
timodal Bi-Transformers (MMBT) (Kiela et al.,
2019). MMBT was developed based on the trans-
former architecture. It uses the attention modules
of the transformer to combine embeddings of dif-
ferent modalities (text and image in our case). The
key approach used in MMBT is to take the image
as an input, extract its features using a CNN model,
concatenate the generated features with the text
input tokens used in BERT (Devlin et al., 2018),
and feed the model with the text and image tokens.
We used ResNet-152 (He et al., 2016) as the CNN
model for feature extraction (image encoding) in
MMBT.

The second model in our solution is VisualBERT
(Li et al., 2019) which is built to fulfill a wide
range of vision and language tasks. It consists
of a stack of transformer layers similar to BERT
architecture to prepare embeddings for image-text
pairs. BERT tokenizer is used as a text encoder.
For images, a custom pre-trained object detector
must be used to extract regions and bounding boxes
fed to the model as visual embeddings. We used
Detectron2 (Wu et al., 2019) to generate the visual
embeddings using MaskRCNN+ResNet-101+FPN
model checkpoint.

As shown in Figure 1, The final model is con-
structed using the voting technique between two
MMBT models and the VisualBERT model. Both
MMBT models use ResNet-152 for image encod-
ing, but they differ slightly as one uses BERT-base-
uncased for the text while the other uses BERT-
large-uncased. It is worth mentioning that the two
MMBT models were trained using different ran-
dom seeds.

6 Experiments

Regarding sub-task A, we have experimented with
RoBERTa as it is one of the state-of-the-art lan-
guage models. We have used Huggingface (Wolf
et al., 2019) and Pytorch (Paszke et al., 2019) to
implement roberta-base. We chose a maximum
sequence length of 64. Following this, we have ex-
perimented with VGG-16, which is one of the most
popular pre-trained CNN models, and implemented
it using Keras (Chollet, 2015). We set the model to
expect images of size 300x300 and added a dropout
layer with a drop rate of 0.3, followed by a dense
layer. For RoBERTa and VGG-16, we split the pro-
vided dataset into training and validation datasets
with a validation split value of 0.1. Both RoBERTa

Model RoBERTa VGG-16 MMBT VisualBERT

Epochs 2
5

50
5
10

5
10

Batch
Size

32
64

32
64

16
32
64

32
64

Learning
Rate

2e-5
5e-5

0.001
1e-5
2e-5
5e-5

3e-5
5e-5

Weight
Decay 0 0

0.0001
0.001

0.001

Gradient
Acc.
Steps

1 1
1
2

1

Random
Seed 17 17

1337
17

42

Table 2: Hyper-parameters of all models for sub-task A.

and VGG-16 performed poorly, as memes classifi-
cation tasks require models that understand images
and text.

Subsequently, we have experimented with two
vision+language models: MMBT and VisualBERT.
Both of them were implemented using Hugging-
face and Pytorch. MMBT was experimented with
using ResNet-152 as image encoder and BERT
as text encoder. Two BERT variants were used:
BERT-base-uncased and BERT-base-large. Visual
embeddings for visualBERT were generated using
MaskRCNN+ResNet-101+FPN model checkpoint
from Detectron2. For MMBT and VisualBERT, we
used k-fold cross-validation with a k value of 5. In
other words, the training and validation datasets
consist of 8000 and 2000 memes, respectively, and
after each epoch, the validation dataset switches to
a completely different 2000 memes. This allows
the models to train on the entire dataset eventually.
In our experiments, MMBT outperformed Visual-
BERT. AdamW optimizer was used for all models.
Table 2 shows different sets of hyper-parameters
used for all previously mentioned models.
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Figure 1: The architecture of the final system for sub-task A. ŷ represents the final prediction after applying voting
technique between models. The pipeline also illustrates some pre-processing steps before modelling.

7 Results

The final results for sub-task A are produced us-
ing the ensemble technique between two MMBT
models trained using different random seeds and
VisualBERT. RoBERTa and VGG-16 were not in-
cluded in the final system as they performed poorly
compared to MMBT and VisualBERT. As shown in
Table 3, both MMBT models slightly outperformed
VisualBERT, but the latter still has a positive effect
on the final result after the ensemble.

Looking at Figure 2, which shows the confusion
matrix for the final results in Sub-task A, We can
see that the final system succeeded in predicting
359 non-misogynous memes and 363 misogynous
memes. The system also failed to identify 137
misogynous memes and mistakenly identified 141
non-misogynous memes as misogynous.

Model
MMBT
(ResNet +
Bert-base)

MMBT
(ResNet +
Bert-large)

VisualBERT Ensemble

Epochs 5 5 5 *
Batch
Size 32 32 32 *

Learning
Rate 1e-5 1e-5 5e-5 *

Weight
Decay 0 0 0.001 *

Gradient
Acc.
Steps

1 1 1 *

Random
Seed 1337 17 42 *

F1-Score 0.695 0.697 0.679 0.722

Table 3: Final experiments used in sub-task A. The
final F1-score of 0.722 is obtained by using ensemble
technique between the three models.

Figure 2: Confusion matrix for the final results in sub-
task A

8 Conclusion

This paper presented our deep learning system that
contended at SemEval-2022 Task 5. We experi-
mented with different deep learning models, start-
ing with the RoBERTa language model and the
VGG-16 CNN model. Subsequently, we exper-
imented with vision and language models, such
as MMBT and VisualBERT, which significantly
outperformed VGG-16 and RoBERTa. Using en-
semble technique between two MMBT models and
VisualBERT produced an F1-score of 0.7222 which
led to ranking 17th place in sub-task A.
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