Citation Context Classification: Critical vs Non-critical
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Abstract

Recently, there have been numerous research
in Natural Language Processing on citation
analysis in scientific literature. Studies of ci-
tation behavior aim at finding how researchers
cited a paper in their work. In this paper, we
are interested in identifying cited papers that
are criticized. Recent research introduces the
concept of Critical citations which provides
a useful theoretical framework, making criti-
cism an important part of scientific progress.
Indeed, identifying critics could be a way to
spot errors and thus encourage self-correction
of science. In this work, we investigate how
to automatically classify the critical citation
contexts using Natural Language Processing
(NLP). Our classification task consists of pre-
dicting critical or non-critical labels for citation
contexts. For this, we experiment and compare
different methods, including rule-based and ma-
chine learning methods, to classify critical vs.
non-critical citation contexts. Our experiments
show that fine-tuning pretrained transformer
model RoBERTa achieved the highest perfor-
mance among all systems.

1 Introduction

In scientific papers, citations acknowledge the
sources and help the reader to find more informa-
tion about the citation context. Citations are also an
important indicator exploited to identify significant
publications in a specific scientific field (Aragoén,
2013). They are used for different purposes, e.g.
referring to state of the art, to a specific method
or result, and they reflect how authors frame their
work and this diversity impacts future academics’
adoption (Jurgens et al., 2018).

According to Bordignon (2022), the study of
critical citation appears to give an applicable the-
oretical framework, making criticism a vital phe-
nomenon for scientific development. We believe
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that classifying citation contexts into critical/non-
critical categories could be essential to down-
stream process, such as identifying scientific claims
or observing controversial papers.

Bordignon (2022) identifies three different func-
tions for Critical citation context : "to criticize,"
"to compare," and "to question" where :

* "to criticize" function refers when the citing
paper points out a weakness or a fault in the
cited paper. For instance, “XI method did
not work well, although they reported 80%
accuracy in (Y1 and Y2, 2002).”

"to compare" function refers to a link made
between two studies with the indication that
one research is superior to another, without
necessarily including one’s own work. One
must have the criticizing meaning in the ci-
tation contexts. For example, “(YI and Y2,
2008) outperformed (Y3 and Y4, 2007).”.

"to question" function refers to a citation made
by the citing paper to raise concerns, doubts,
and uncertainty about the cited paper. For
instance, "Thus, the full model proposed by Y1
(2002) has remained empirically unproven.”

There have been numerous researches on cita-
tion analysis in NLP, with for instance determining
citation sentiments (Athar, 2011; Liu, 2017). In
addition to citation sentiment, there have been re-
search to define citation function which refers to
the specific purpose a citation plays with respect
to the citing paper (Bakhti et al., 2018; Jurgens
et al., 2016; Pride et al., 2019; Yu et al., 2020).
These researches have been conducted to find the
real reason behind the citation. Nevertheless, how
citation might be utilized to point out criticism and
encourage correction have not been studied yet.

Given a set of citation contexts, our work aims
at determining critical ones using NLP methods.
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First, we present the construction process of the
corpus, which contains citation contexts annotated
with critical and non-critical labels. Then, we ex-
periment different methods to classify citation con-
texts into critical/non-critical labels using our con-
structed corpus. Indeed, we compare and discuss
rule-based methods and machine learning ones.

2 Related Works

In this section, we present different existing works
for citation analysis. Some of them are rule-based
methods, while others are based on machine learn-
ing methods.

Since 2000, several researches on automation
citation classification have been using rule-based
approaches (Garzone and Mercer, 2000; Nanba
et al., 2000; Pham and Hoffmann, 2003). The rule
creation process is generally composed of 2 steps.
In the first step, cue words/phrases are extracted
from dataset samples. In the second step, rules are
created based on the extracted cue words/phrases.
These rules are the bases to classify citation con-
texts. For instance, in (Avancgo, 2020) a rule-based
method is used to identify negative or contradictory
citation contexts. The authors built CitaNeg corpus
(Table 1) and created functions (linguistic patterns)
grouped by category: 13 functions for weakness
category (WF), 5 functions for compare category
(CF), 4 functions for background category (BF),
6 functions for hedges category (HF) and 14 for
additional category (GF). However, only WF and
CF categories were used for evaluation giving a
precision of 0.72 and a recall of 0.69.

More recently, several approaches relying on
machine learning have been proposed. For exam-
ple, Teufel et al. (2006) used IBk, a form of K-
Nearest Neighbor (kNN), to classify citation con-
texts into 4 polarities (Weakness, Positive, Contrast
and Neutral) and obtained an f1-score of 0.61 us-
ing Athar corpus (Table 1). Jurgens et al., 2016,
2018 introduced a representative corpus contain-
ing nearly 2 000 citations annotated with 6 labels
(background, motivation, extension, use, contrast
or future) and reached an f1-score of 0.53 with a
Random Forest classifier on their data and a por-
tion of CFC (cf. Table 1). Raza et al. (2019)
conducted citation sentimental analysis and cita-
tion function analysis by experimenting six ma-
chine learning models (Naive-Bayes, Support Vec-
tor Machine, Logistic Regression, Decision Tree,
K-Nearest Neighbors and Random Forest). Using
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CFC corpus, the SVM model gave the best per-
formance with an fl-score of 0.88. Using deep
learning techniques, Nicholson et al. (2021) de-
veloped a smart citation index called scite, which
classifies citations based on their contexts. It in-
dicates whether the context mentions, supports or
contrasts the citation. Scife is trained on more than
880 million labeled citation contexts, but this data
is proprietary and not publicly available. Recently,
Karim et al. (2022) evaluated convolutional neural
network (CNN) for citation sentiment analysis us-
ing different pre-trained word embeddings such as
fastText and GloVe. With GloVe embeddings, their
CNN model obtained a precision of 0.94 on the
Athar corpus. Finally, Visser and Dunaiski (2022)
used the pre-trained transformer model ROBERTa
for citation sentimental analysis and obtained an
accuracy of 0.89 on Athar.

Table 1 regroups different existing citation con-
text corpora available to the community.

Type Name Size
Athar (Athar, 2011) | 8736
Citation Liu (Liu, 2017) 3581
sentiment CitaNeg (Avango,
2020) 19 309
Critical corpus | 1690
CFC (Teufel et al., 7829
o 2006)
Citation 8 /
function Concit (Herndndez 7 195
and Gomez, 2015)
IMS (Jochim and
Schiitze, 2012) 2 008
DFKI (Dong and
Schifer, 2011) 1768

Table 1: Available citation context corpora ( the Size
column contains the number of citation contexts).

3 Experimental setup

We present our methods used for critical/non criti-
cal classification in section 3.1. Then, we describe
our corpus in section 3.2.

3.1 Methods

We experimented different classification methods
to predict critical/non-critical classes. Two rule-
based methods (RB and RB+) and 3 machine learn-
ing ones (LR, CNN and F-Roberta) were tested.

! Critical corpus is provided by LISIS and LIGM and will
be published soon



* RB represents the rule-based method pro-
posed by (Avanco, 2020). It is considered
as a baseline in this work.

* RB+ represents the improved version of RB
method after analyzing and selecting only the
rule functions corresponding to the definition
of critical citation in Bordignon (2022).

* LR refers to Logistic Regression using Tf-Idf
for n-grams in range of 1 and 3 grams

* CNN represents an inspiration of Karim et al.
(2022) using CNN with Glove embeddings.

* F-RoBERTa represents a Fine-tuning
RoBERTa (Visser and Dunaiski, 2022).In this
model, we assigned the class weights of the
training set to the model during training in
order to deal with imbalance dataset”.

3.2 Corpus

In order to build a corpus containing critical and
non-critical citation contexts, we used available ex-
isting annotated datasets presented in Table 1. For
the critical class, we used Critical corpus which
contains 1 690 critical citation contexts. The non-
critical citation contexts have been selected from
CitaNeg dataset based on the definitions of citation
functions. In fact, we kept only citation functions
that don’t contain critical meaning in their defi-
nitions. Our final corpus contains 2 413 citation
contexts: 1 464 critical citation contexts and 949
non-critical citation contexts. The dataset was ran-
domly split into training and test sets of 75% and
25%, respectively. Table 4 shows the number of
citation contexts in the training and test sets.

Train Test | Overall
Critical 1098 366
Non-critical 711 238 2643

Table 2: Train and test sets with numbers of citation
contexts

4 Results and Discussion

Table 3 exhibits the performances of the models on
the test set. It can be seen that F-RoBERTa outper-
formed all other models. Foremost, we observe that
machine learning based approaches systematically
outperform rule-based ones.

The confusion matrix in Figure 1 shows that the
rule-based system RB+ has some difficulties in the
prediction of critical class (119 are misclassified

>We tested ROBERTa model without/with class weights.

We reported in this paper the best results obtained with
RobERTa with class weights assignment (F-RoBERTa)
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Figure 1: Confusion matrix of the methods

among 366 critical citation contexts). To improve
the quality of the RB+ system, we need to add
more rules to identify critical citation contexts. For
instance, we could analyze in depth the grammar
or cue words/phrases to define more patterns for
critical citation contexts. We could also analyze
the concept "to question" of critical citation context
that has not been taken into account by our rule-
based system RB+ yet.

If we take a look at confusion matrix of LR and
CNN systems in Figure 1d and Figure 1c respec-
tively, the number of misclassified non-critical ex-
amples is greater than the number of misclassified
critical ones. It could be explained by imbalanced
training set. Indeed, critical class represents around
60% of the training set. Being aware of imbalanced
training set, we might enhance CNN and LR perfor-
mances by assigning class weights while training.
However, the CNN model does not exhibits a strong
bias towards a particular class, so it is likely that
a class weighting strategy would have a marginal
impact on the performance.

F-RoBERTa (Figure la) predicts well non-
critical examples, only 1 non-critical and 3
critical examples are misclassified. This could
be explained by the class weights’ assignment
while training F-RoBERTa in order to deal with
class imbalance. To go further, we analysed these
4 misclassified examples. One of them is “If is
based on modal logic and owes much to the work
of Blackburn 1994.” has been classified critical
while it should not. If we check out the linguistic
aspect of the citation context above, the use of the



Approach Method Accuracy (%) Precision (%) Recall (%) Fl-score (%)

Rule-based RB 73.50 86.31 67.02 75.46
RB+ 74.33 86.30 68.66 76.47
LR 80.00 75.84 97.81 85.44

Machine Learning CNN 91.00 88.93 87.81 88.37
F-RoBERTa 98.84 98.73 98.31 98.52

Table 3: Evaluation results of experimented methods

word “owes” may reflect critical citation aspect.
But, we still can argue if “owes” here did not be
used to criticize the cited paper, it seems like an
incomplete context. In this case, we might need
more investigation of corpus. The misclassified
critical citation contexts are reported in Table 4.
Such miss-classification by F-RoBERTa could be
explained by the existence of positive and negative
words in the same citation context. For example
in Doc_2, “perform very well” is positive and
“dramatically fails” is negative. To go further, we
will use attention mechanism to determine relevant
words participating in the prediction.

Critical citation contexts
Doc_1: The morphological processing in Pair-
Class (Minnen et al., 2001) is more sophisti-
cated than in Turney (2006).
Doc_2: In particular, we showed that using a
general purpose machine translation (MT) sys-
tem such as SYSTRAN, or a general purpose
parallel corpus - both of which perform very
well for news stories (Peters, 2003) - dramati-
cally fails in the medical domain.
Doc_3: In particular, these problems affect the
processing of predicate argument structures an-
notated in PropBank (Kingsbury and Palmer,
2002) or FrameNet (Fillmore, 1982).

Table 4: Misclassified critical examples by F-RoBERTa

5 Conclusion and Future work

In this paper, we were interested in identifying crit-
ical citation contexts in scientific papers. We pro-
posed and tested five methods for citation context
classification into critical/non-critical labels. The
methods RB and RB+ were rule-based. The three
others, LR, CNN and F-RoBERTa, were machine
learning based. We also built a corpus to evalu-
ate and compare these methods. Our task-specific
corpus was composed of 2643 citation contexts la-
beled as being critical or non-critical.
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Machine learning based systems outperformed rule-
based ones. The best system F-RoBERTa gave
98.84% of accuracy and 98.52% of F1-score. The
performances could be explained by the use of
transfer learning in F-RoBERTa. Class weight
assignment while training might also explain the
good accuracy of F-RoBERTa’s performance com-
pared to other systems, since our training set was
imbalanced.

Some improvements can be made to the pro-
posed systems. In particular, we will assign class
weights while model training to solve imbalanced
datasets. Moreover, we could operate the data it-
self (and not the model) to balance the corpus by
applying sampling methods either oversampling
or undersampling. Dealing with scientific docu-
ments, It could be crucial to train our best system
F-RoBERTa, initially trained on standard corpora,
on scientific texts by using for example SciBERT
embeddings (Beltagy et al., 2019). Another per-
spective consists on expanding corpus. To go fur-
ther, we would extend this work of identifying crit-
ical citation contexts in NLP field and study field
portability. Indeed, we would identify critical cita-
tions in other fields, such as biology or medicine.
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