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Abstract

With the help of online tools, unscrupulous
authors can today generate a pseudo-scientific
article and attempt to publish it. Some of these
tools work by replacing or paraphrasing ex-
isting texts to produce new content, but they
have a tendency to generate nonsensical expres-
sions. A recent study introduced the concept of
“tortured phrase"”, an unexpected odd phrase
that appears instead of the fixed expression.
E.g. counterfeit consciousness instead of ar-
tificial intelligence. The present study aims at
investigating how tortured phrases, that are not
yet listed, can be detected automatically. We
conducted several experiments, including non-
neural binary classification, neural binary clas-
sification and cosine similarity comparison of
the phrase tokens, yielding noticeable results.

1 Introduction

Scientific texts generated by computer programs
can be meaningless, and fake generated papers are
served and sold by various publishers with the
estimation of 4.29 documents every one million
reports (Cabanac and Labbé, 2021). But gener-
ated texts are also meaningful: with the inputs
of a thousand articles, new books are now pro-
duced (e.g. Beta Writer, 2019). Despite the ability
of text-generators to produce counterfeit publica-
tions, meaningless generated papers can be easily
spotted by both machines and humans (Cabanac
et al., 2021). Texts produced by neural language
models are more difficult to spot (Hutson et al.,
2021). These neural language models can produce
paraphrased texts that are closer to human-written
texts (Brown et al., 2020), and therefore machine-
paraphrased texts are harder to differentiate from
the human-written texts.

Online tools such as Spinbot, and Spinner Chief
are used to paraphrase texts. However the capacity
of a paraphrasing software to assist a writer can be
harmful to the scientific literature. Cabanac et al.
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(2021) screened recent publications (e.g. in the
journal Microprocessors and Microsystems) and
discovered over 500 meaning less phrases in those
scientific papers. They called it "tortured phrases",
unexpected odd phrases replacing the lexicalised
expression, such as counterfeit consciousness in-
stead of artificial intelligence (i.e., the expected
phrase). The database of tortured phrases, and arti-
cles that contain them, have since been expanded to
over 9000 publications in different domains such
as Computer Sciences, Biology or Medicine.

In this paper, we investigate strategies to auto-
matically detect new (i.e. unlisted) tortured phrases.
Focusing solely on tortured phrases detection, and
not paraphrased text in general, we will use recent
machine learning techniques and state-of-the-art
language models. Our methods were trained on a
corpus composed of 141 known tortured phrases,
taking their sentences as contexts, and aims at de-
tecting never-seen-before tortured phrases. All
code and corpus used are available online.

2 Related Works

Up to now, no dataset has been built for the auto-
matic detection of tortured phrases. In Cabanac
et al. (2021), authors and contributors collected a
set of tortured phrases and their expected phrases
that we will use as dataset. Wahle et al. (2021)
used Spinbot and Spinnerchief to paraphrase orig-
inal data from several sources such as an arXiv
test sets, graduation theses, and Wikipedia arti-
cles. Their study aims at detecting whether a para-
graph is machine-paraphrased or not. The authors
tested classic machine learning approaches and neu-
ral language models based on the Transformer ar-
chitecture (Vaswani et al., 2017), such as BERT
(Devlin et al., 2018), RoBERTa (Liu et al., 2019),
ALBERT (Lan et al., 2019), Longformer (Beltagy
et al., 2020), and others. They showed that such ap-
proaches can complement text-matching software,
such as PlagScan and Turnitin, which often fail to
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notice machine-paraphrased plagiarism.

Because paraphrasing tools like Spinbot and
Spinnerchief can generate tortured phrases, the
dataset created by Wahle et al. (2021) surely con-
tains such phrases. But the task we aim at, i.e.
detecting new tortured phrases, is more specific
than detecting paraphrased text. Thus, we investi-
gated three supervised machine learning classifiers:
Random Forest, Perceptron, and Transfomer-based
model. Random Forest classifier (Breiman, 2001)
is an ensemble learning method that builds decision
trees and classifies each data according to the most
selected class. Perceptron (Rosenblatt, 1958) is a
linear classifier used to classify vectors of numbers.
Term Frequency-Inverse Document Frequency (TF-
IDF), GloVe (Pennington et al., 2014), and BERT
(Devlin et al., 2018) were used for word vector rep-
resentation. These models were chosen for their
state-of-the-art performances and to compare how
a model with fixed vectors (i.e. GloVe) compares
with a model using dynamic ones (i.e. BERT).

3 Building datasets of tortured phrases

This experiment uses two data sources: the tortured
phrases (Cabanac et al., 2021) database and the con-
texts containing tortured phrases from Wahle et al.
(2021). We automatically extracted the context of
known tortured phrases from the corpus of Wahle
et al. (2021) to build a training set.

Tortured phrases identified by Cabanac et al.
(2021) consists of 558 tortured phrases (e.g. Table
1). These phrases were annotated by the authors
and other contributors in several media (e.g. Pub-
Peer, Twitter) in 2021-2022. After pre-processing,
we retained 545 tortured phrases.

Tortured phrases Expected phrases

innocent Bayes
ghostly grouping
Unused Britain
Joined together states
immature nations

naive Bayes

spectral clustering
New England
United States
developing countries

Table 1: Example of tortured and expected phrases.

The dataset of Wahle et al. (2021) is constituted
of 193,646 paragraphs, paraphrased using Spin-
bot and Spinnerchief. 65,433 original data were
retrieved from several sources: arXiv, graduation
theses of ESL students at the Mendel University in
Brno (Czech Republic) and Wikipedia articles.

We extracted the paragraphs containing tortured
phrases (Cabanac et al., 2021) to build a training
and evaluation corpus. This resulted in 1, 104 para-
graphs with tortured phrases and 1, 668 paragraphs
without tortured phrases (randomly extracted from
the non-paraphrased original data).

Data augmentation: five-grams extraction To
increase the training data, we extracted the n-grams
(i.e. sequences of n adjacent tokens) of each sen-
tence, with n = 5, as it is the maximum length of
the known tortured phrases. A five-gram is consid-
ered positive if a complete tortured phrase appears
in that five-gram.This produced 38, 397 five-grams,
5,024 positive five-grams (in the ’1’ class) and
33, 373 negative five-grams (in the 0’ class).

4 Experiment and Result

We investigated binary classifiers to check the dif-
ference between paragraphs or five-grams contain-
ing tortured phrases in several settings. The para-
graphs and five-grams containing tortured phrases
are considered positives, with label °1°, while neg-
ative paragraphs are labeled as ’0’. Accuracy, pre-
cision, recall, and F-measure are used to evaluate
the classification performances.

Classifiers: Random Forest and Perceptron In
this experiment, five-grams data are used in the
classification. The five-grams are converted to a nu-
merical representation using Sklearn TF-IDF count
vectorizer and split randomly 80% for training and
20% for testing. We used the Scikit Learn library
for the Random Forest and Perceptron with the
default value of all parameters.

The result in Table 2 shows an accuracy for the
Random Forest classifier of .98 and the Perceptron
of .94. The precision, recall, and F1-score of the
Random Forest classifier are high, especially in
class 0, and the results in class 1 is slightly lower
than in class 0. The precision, recall, and F1-score
of the Perceptron method is slightly lower than that
of the Random Forest classifier, but it is still com-
parable for class 0. In class 1, Perceptron results
are significantly lower compared to the results of
Random Forest classifier. We also observe results
higher in class 0 than in class 1, this might be due
to the data imbalance.

After observing the accuracy, precision, recall,
and F1-score, we see that the models perform well
based on TF-IDF vector representation. However,
it is believable that the models learned to classify


https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.Perceptron.html

five-grams based solely on specific words: since
the training and test data were split randomly, a
tortured phrase can be present in both sub-sets.

Transformer-based classifier on paragraphs
Here, we seek at detecting paragraphs containing
at least one tortured phrase. The data are split
67% for training and 33% for test set. The ar-
chitecture of this model is based on the Trans-
former technique. Pre-trained transformers from
Huggingface, distilbert-base-uncased
model (Sanh et al., 2019), was chosen for its light-
ness and speed. We applied transfer learning by
adding one linear layer for classification purposes.
In that linear layer, the number of input features
was set to 768 with an output size of 2, indicating
class 0 and class 1. The model was trained on 10
epochs.

The results in Table 2 show an accuracy of .86.
The .92 precision on class 1 is higher than on class
0. For the recall and F1-score, class 0 gets a better
result than class 1. Since the amount of paragraph
data are small, we suspect that only a few tokens
constitute the tortured phrases, and that the rest of
the token’s paragraph affect the performance.

Transformer-based classifier on five-grams
The data of class "1’ was split 79% for training
and 21% for testing by filtering the test set with
tortured phrases not present in the training set. In
this experiment, two versions of the model were
trained: one using the entire dataset and one with a
proportion of data balanced in both classes.

The training data are made of 28, 995 five-grams
(25,029 in class ’0’ and 3, 966 in class "1°). The
test data are made of 9, 402 five-grams (8, 344 and
1,058). Table 2 shows an accuracy of .88. Preci-
sion, recall, and F1-score on class ’1’ are excep-
tionally low compared to the 0’ class.

Regarding the classifier with balanced data, the
size of the training set is 7, 932 five-grams (3, 966
in each class) and the size of the testing set is 2, 116
five-grams (1,058 in each class). The accuracy
is .71, and the precision, recall, and F1-score are
around .70 in both classes (cf. bold values in Table
2). In this experiment, the balance of the classes
induces a greater reliability of the results and we
believe this approach presents the best applicability.
The model focuses on the tortured phrases in five-
grams rather than tortured phrases in the whole
paragraph, so the model can learn to generalize the
five-grams containing tortured phrases or not.
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4.1 Cosine similarity comparison

We studied the cosine similarity between tokens
in the tortured phrases compared to the similarity
of tokens in the expected phrases. Cabanac et al.
(2021) annotated a dataset of tortured phrases, and
their respective expected phrases, from several me-
dia such as PubPeer during 2021-2022.

We intuitively expect that the cosine score of
the tokens in the phrases could yield noticeable re-
sults, useful to differentiate tortured and expected
phrases due to the similarity, or non-similarity, of
adjacent tokens. The expected phrases are idioms
(i.e. multi-word-expression forming a lexical and
semantic unit) and, as such, we hypothesize that
the semantic score defined by the cosine of the vec-
tors between their terms should be higher than for
the tortured phrases, which words are less likely
to be semantically related or frequently associated.
If validated, such observation could help distin-
guish tortured phrases from legitimate ones. For
this experiment, only the similarity of two-tokens
phrases were computed, using two kinds of word
embedding models: GloVe and BERT.

Cosine similarity on phrases using BERT In
this study, we used BERT (Devlin et al., 2018)
as the word embedding model. We followed the
architecture of McCormick (2019) by summing
the last four layers of 12 layers of BERT to get
one-word vectors with 768 values.

Since the BertTokenizer will separate unknown
words into sub-words (e.g. vitality utilize becomes
vital, #ity, and utilize), it can be complicated to
compute their cosine similarity. We chose to dis-
card tortured phrases containing words unknown
by the model. We retained 82 tortured phrases after
the tokenization process.

The scores obtained from cosine computation be-
tween word pairs in tortured and expected phrases
present slight differences, as shown in Figure 1.
The median scores of expected and tortured phrases
are .51 and .49, respectively. The absence of signif-
icant differences can be explained by the nature of
the BERT model: a two-word context is probably
not sufficient to differentiate tortured and expected
phrases using cosine similarity.

Cosine similarity on phrases using GloVe
For this experiment, we computed the co-
sine similarity of token pairs in tortured and
expected phrases. We used the pre-trained
GloVe word embedding (Pennington et al., 2014)


https://huggingface.co/docs/transformers/model_doc/distilbert

Classifiers Data type Accuracy | Precision | Recall | Fl-score
class 0 1 0 1 0 1
Random Forest | Random five-grams 98 99 92199 91|.99 .92
Perceptron Random five-grams .94 96 84|98 .69|.97 .75
Transformer Paragraph .86 82 92|94 77| .87 .84
Transformer Random five-grams .88 .89 42199 .03|.93 .06
Transformer Balanced five-grams 71 67 75|79 .62 | .73 .68

Table 2: Classification results.

(glove.6B.200d.txt)which was trained on
Wikipedia 2014 and Gigaword. Unlike BERT,
GloVe is a context-free model, meaning that each
word in this pre-trained model is assigned to one
constant vector. However, GloVe vocabulary is lim-
ited and thus some tokens in the phrases might
not appear in this model. For this issue, we
padded the out-of-vocabulary word with 0. For
the phrases in which both words do not appear in
the model, the cosine similarity is 0. We discarded
the phrases whose scores were lower than or equal
to 0 (costne_score < 0). As aresult, 139 phrases
are used for this experiment.

The Figure 1 indicates that the cosine similarity
scores of tortured phrases tend to be smaller than
those of expected phrases when using GloVe. The
median score of expected phrases is .3 and the
median score of tortured phrases is .12.

Comparison of cosine score

M Expected

M Tortured

BERT GloVe

Figure 1: Comparison of cosine score of phrases using
BERT and GloVe.

These results indicate that the cosine score be-
tween terms could be employed to differentiate
tortured phrases from legitimate ones. Since Bert
relies on embeddings, it is overly influenced by the
phrase contexts to yields useful results. With Glove,
or another language model with static vectors, one
could chose a threshold to classify phrases, e.g. as
legitimate, tortured, or requiring human expertise.
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5 Conclusions

In this research, we aimed at detecting new tor-
tured phrases. We studied different classification
approaches and examined the characteristics of tor-
tured phrases using cosine similarity. The result of
Perceptron and Random Forest classifier are high,
but we intuitively suspect they are not reliable due
to the word representation using TF-IDF vector-
ization. The Transformer-based classifier model
with paragraph data provided the best result among
Transformer models. However, we suspect that the
model learned to classify paragraphs based only
on a few tokens, and classifying paragraphs is not
sufficient to detect the exact tortured phrases. Thus,
the Transformer-based classifier model five-gram
data yields the best result with balanced classes (i.e.
results above .70 for all metrics).

We also studied the use of cosine similarity be-
tween the phrase tokens to identify new tortured
phrase. This showed that language model with
fixed vectors (e.g. Glove) could be used to classify
part of the phrases.

Future research should include more human eval-
uation of tortured phrases and a bigger dataset
tortured phrases with their context. To improve
the classification, future work could investigate
Support Vector Machine (SVM) and Naive Bayes
model (NB): SVM performs better with a small
dataset and binary class, while NB can provide
probabilities of a prediction.Finally, computing the
cosine similarity of the tortured phrase and ex-
pected phrase pairs within the whole context to
see tortured phrases’ performance.
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