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Abstract

We release a pretrained Japanese masked lan-
guage model for an academic domain. Pre-
trained masked language models have recently
improved the performance of various natural
language processing applications. In domains
such as medical and academic, which include
a lot of technical terms, domain-specific pre-
training is effective. While domain-specific
masked language models for medical and SNS
domains are widely used in Japanese, along
with domain-independent ones, pretrained mod-
els specific to the academic domain are not
publicly available. In this study, we pretrained
a RoBERTa-based Japanese masked language
model on paper abstracts from the academic
database CiNii Articles. Experimental results
on Japanese text classification in the academic
domain revealed the effectiveness of the pro-
posed model over existing pretrained models.

1 Introduction

Academic papers in various fields and languages
are accumulating daily on the Web. For example,
more than 76k papers in the field of natural lan-
guage processing (NLP) are currently available on
the ACL Anthology.! Since the cost for humans to
exhaustively learn from these large numbers of aca-
demic papers is immeasurable, scholarly document
processing by NLP (Cohan and Goharian, 2015;
Singh et al., 2018; Mohammad, 2020) is promising.

In NLP based on deep learning, which is cur-
rently the mainstream, supervised learning with a
large-scale labeled corpus is effective. However,
in domains where technical terms are frequently
used, such as in academic fields, hiring professional
annotators is very expensive. Therefore, the low-
resource problem is a serious issue in various lan-
guages, domains, and tasks.

In recent NLP, finetuning of pretrained masked
language models on large-scale raw corpora, such

'https://aclanthology.org/

as BERT (Devlin et al., 2019) and RoBERTa (Liu
et al., 2019), has been widely employed to address
the low-resource problem. Especially in domains
such as medical (Alsentzer et al., 2019) and aca-
demic (Beltagy et al., 2019; Lee et al., 2020), the
effectiveness of domain-specific pretraining has
been reported. Similar to these previous studies
in English, domain-specific masked language mod-
els for medical (Kawazoe et al., 2021) and SNS?
are widely used in Japanese, along with domain-
independent masked language models.>>* However,
there are no publicly available pretrained Japanese
models that are specific to the academic domain.
In this study, we pretrained a RoBERTa-based
Japanese masked language model (Liu et al., 2019)
using 6.28M sentences of paper abstracts from
a scholarly article database CiNii Articles® to
improve the performance of scholarly document
processing in Japanese. Experimental results on
Japanese text classification in the academic domain
revealed the effectiveness of the proposed model,
which is specific to the academic domain, com-
pared to the domain-independent masked language
models. Our model (Academic RoBERTa) will be
available on GitHub® when this paper is published.

2 Related Work

Finetuning of pretrained Transformer (Vaswani
et al., 2017) achieves excellent performance on
many NLP tasks (Wang et al., 2018). BERT (De-
vlin et al., 2019), a typical pretraining model, trains
the Transformer encoder by multi-task learning of
masked language modeling and next sentence pre-

https://github.com/hottolink/
hottoSNS-bert

*https://huggingface.co/cl-tohoku/
bert-base-japanese

*nttps://huggingface.co/nlp-waseda/
roberta-base-japanese

Shttps://ci.nii.ac.ip/

®https://github.com/hirokiyamauch/
AcademicRoBERTa
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diction. RoBERTa (Liu et al., 2019) outperforms
BERT by pretraining only masked language mod-
eling, through dynamic masking and increasing
batch size and number of training steps. This study
conducts powerful ROBERTa-based pre-training to
develop a Japanese masked language model spe-
cific to the academic domain.

The effectiveness of domain-specific pretrain-
ing to address technical terms and style-specific
expressions has been reported. In English, domain-
specific masked language models are publicly
available for various domains, including medi-
cal (Alsentzer et al., 2019), academic (Beltagy
et al., 2019; Lee et al., 2020), and SNS (Nguyen
et al., 2020). Domain-specific masked language
models have also been developed in Japanese, such
as UTH-BERT (Kawazoe et al., 2021) for the med-
ical domain and hottoSNS-BERT? for the SNS do-
main. However, no pretraining Japanese model
specific to the academic domain has been released.

3 Methods

To improve the performance of scholarly docu-
ment processing in Japanese, we release a Japanese
masked language model specific to the academic
domain. First, in Section 3.1, we create a Japanese
corpus consisting of paper abstracts. Then, in Sec-
tion 3.2, we use this corpus to conduct pretraining
based on RoBERTa (Liu et al., 2019).

3.1 Corpus

We use CiNii Articles,’ a scholarly article database,
to create a Japanese corpus specific to the academic
domain. We extracted 1.27 million abstracts of
academic papers included in CiNii Articles as of
March 2022, containing Japanese characters (hira-
gana or katakana). Then, a corpus of approximately
6.28 million sentences (about 180 million words)
was created by applying the five-step preprocessing
shown in Table 1.

Deletion of Fixed Expressions Paper abstracts
extracted from CiNii Articles contain noise due
to automatic information extraction, such as “Gfi
XRA TN HISFE/ — b (paper type |l research
notes). To exclude these fixed expressions from
the corpus, we remove them when the same doc-
ument appears more frequently than a threshold.
Since there were cases where the same document
appeared 5 or 6 times due to ID registration errors,

we set the threshold as 7 or more times.

Preprocess Corpus size
Number of paper abstracts 1.27 M docs.
1. Deletion of fixed expressions 1.15 M docs.
2. Segmentation into sentences 7.31 M sents.
3. Extraction of Japanese sentences  6.68 M sents.
4. Deletion of duplicate sentences 6.33 M sents.
5. Limitation of sentence length 6.28 M sents.

Table 1: Change in corpus size due to preprocessing.

Segmentation into Sentences For 1.15 million
documents obtained by the previous preprocess-
ing, sentence segmentation is performed. Approx-
imately 7.31 million sentences were obtained by
rule-based sentence segmentation.’

Extraction of Japanese Sentences To clean our
Japanese corpus, we remove sentences written in
languages other than Japanese. Since technical
terms are often expressed in other languages, sen-
tences in which the characters above the threshold
are Japanese (hiragana or katakana or kanji) are ex-
tracted. In this study, this threshold was set at 50%,
resulting in about 6.68 million Japanese sentences.

Deletion of Duplicate Sentences To prevent bias
caused by high-frequency expressions, sentences
that occur frequently in specific fields, such as “
JE 89 %2 F 3R IZ KBS,  (Visited the hospital
with a chief complaint of lower abdominal pain.)
and fixed form sentences in academic papers, such
as “Z DAER%Z LU FIZ/4RF, ” (The results are
shown below.) are removed. In the case of sentence
duplication, the sentence was left in the corpus only
once and the others were deleted, resulting in a
corpus of about 6.33 million unique sentences.

Limitation of Sentence Length Finally, ex-
tremely short and long sentences are removed to
completely eliminate errors in fixed expressions
and sentence segmentation. Sentences of less than
10 characters often contained expressions such as
“ (WMEZB2MERK) ~ (prepared by the editorial
board) that would not be included in the actual pa-
per abstracts. Therefore, in this study, we created
a corpus of approximately 6.28 million sentences
by extracting sentences with between 10 and 200
characters.

"https://github.com/wwwcojp/ja_
sentence_segmenter
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3.2 Pretraining

The corpus created in Section 3.1 is used to pre-
train masked language modeling equivalent to
RoBERTa (Liu et al., 2019). Subword segmen-
tation by SentencePiece® (Kudo and Richardson,
2018) with a vocabulary size of 32,000 was per-
formed for tokenization. Our model is a Trans-
former (Vaswani et al., 2017) with the same struc-
ture as the roberta-base, implemented by the
fairseq toolkit.® (Ott et al., 2019) That is, our
masked language model consists of 12 layers of
768 dimensions with 12 self-attention heads. We
set the maximum number of tokens per input in-
stance to 512, the batch size to 64 sentences, and
the dropout rate to 0.1. We used Adam (Kingma
and Ba, 2015) with learning rate scheduling by
polynomial decay as the optimizer and we set the
maximum learning rate to 0.0001 and the warmup
step to 10, 000. The number of training steps was
set to 700, 000 for a fair comparison with a previ-
ous study.* Our model was pretrained on two CPUs
(Intel Xeon GOLD 5115) with 192 GB RAM and
four GPUs (RTX A6000 48 GB).

4 Evaluation

To evaluate the effectiveness of our masked lan-
guage model (Academic RoBERTa) specific to the
academic domain, we empirically compare our
model with existing domain-independent masked
language models through experiments on Japanese
text classification in the academic domain.

4.1 Baselines

In this experiment, BERT (Tohoku BERT)? and
RoBERTa (Waseda RoOBERTa)*, which are domain-
independent masked language models for Japanese,
are employed as baseline models. Both baselines
are Transformer models (Vaswani et al., 2017) with
the same structure as Academic RoOBERTa and have
the same size vocabulary. However, they differ in
the corpus used for pretraining, its preprocessing,
and the hyperparameters during pretraining. We
used HuggingFace Transformers (Wolf et al., 2020)
to implement our baseline models.

Tohoku BERT is a BERT model (Devlin et al.,
2019) pretrained on Japanese Wikipedia. Mor-
phological analysis with MeCab (IPADIC) (Kudo

8https://github.com/google/
sentencepiece

‘https://github.com/facebookresearch/
fairseq

et al., 2004) and subword segmentation with Word-
Piece (Wu et al., 2016) were used as preprocessing.
The maximum number of tokens per input instance
is 512, the batch size is 256 sentences, and 1 mil-
lion steps of pretraining is performed.

Waseda RoBERTa is a RoBERTa model (Liu
et al., 2019) pretrained on both Japanese Wikipedia
and the Japanese part of CC100 (Wenzek et al.,
2020). Morphological analysis with Juman++ (Tol-
machev et al., 2020) and subword segmentation
with SentencePiace (Kudo and Richardson, 2018)
are used as preprocessing. The maximum number
of tokens per input instance is 128, the batch size
is 256 sentences (x8 GPUs), and 700, 000 steps of
pretraining is performed.

4.2 Tasks

As evaluation tasks in the academic domain, we
experiment with two types of Japanese text clas-
sification on the titles of research projects funded
by Grants-in-Aid for Scientific Research (KAK-
ENHI). KAKENHI is a competitive research fund
in Japan that covers scientific research in all fields.
For this experiment, we collected 73,000 KAK-
ENHI proposals from 2013 to 2017. We designed
two evaluation tasks: an author identification task
to estimate whether the principal investigator is the
same or not from pairs of research project titles,
and a category classification task to estimate the
research fields from research project titles. In both
tasks, each masked language model is automati-
cally evaluated by the accuracy of its classification.

Author Identification This task is a sentence-
pair classification task that performs a binary clas-
sification of whether the principal investigators
of two research projects are identical or not. In
this experiment, a total of 120, 000 pairs, 50, 000
positive examples consisting of research project
titles proposed by the same principal investigator
and 70, 000 negative examples consisting of those
proposed by different principal investigators, were
paired and randomly split for training, validation,
and evaluation as shown in the top row of Table 2.
Two sentences were input simultaneously into the
masked language model with a special token of
[SEP] in between.

Category Classification This task is a sentence
classification task to estimate research fields from
the titles of research projects. KAKENHI employs
a four-level hierarchical structure of research fields,
which include 4, 14, 77, and 318 categories, in
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Author indentification

Category classificaton

# examples for Train/Valid/Test

100k / 10k / 10k

70k / 1.5k / 1.5k

# classes 2 4 14 77 318
Tohoku BERT 95.1 83.7 69.6 53.3 403
Waseda RoBERTa 97.1 839 719 554 42.7
Academic RoBERTa 98.7 84.7 729 58.8 44.6

Table 2: Accuracy of academic text classification in Japanese.

descending order from the largest categories. In
this experiment, each level of classification was
performed independently. That is, the classification
results for the larger categories do not affect the
classification of the smaller categories.

4.3 Finetuning

The corpus described in Section 4.2 was used to
finetune the masked language models. As a prepro-
cessing, subword segmentation was performed for
each model using the same settings as in the pre-
training. For finetuning, the batch size was 256
sentences, the dropout rate was set to 0.1, and
Adam (Kingma and Ba, 2015) was used as the
optimizer with a maximum learning rate of 5e 5.
Finetuning was terminated when the accuracy in
the validation dataset did not improve for 10 epochs
as early stopping.

4.4 Results

Table 2 shows the experimental results. ROBERTa
consistently achieved better performance than
BERT, and Academic RoBERTa, which is specific
to the academic domain, showed the best perfor-
mance on all tasks. In particular, the proposed
method showed significant performance improve-
ment in classifying minor categories (i.e., 77-class
and 318-class classifications), which require more
detailed expertise than major categories (i.e., 4-
class and 14-class classifications).

There is no difference in model structure or num-
ber of training steps between Waseda RoBERTa
and Academic RoBERTa. In addition, since To-
hoku BERT and Waseda RoBERTa are pretrained
using corpora of approximately 17 million and 4
billion sentences, respectively, our approximately
6.28 million sentences have no advantage in terms
of corpus size. Therefore, the performance im-
provement of our model can be attributed only to
its specialization in the academic domain.

4.5 Discussion

We analyze the vocabulary of the domain-specific

model. We found that 49.4% of the tokens in Aca-
demic RoBERTa’s vocabulary are not included in

that of existing masked language models.'® Exam-
ples of characteristic tokens that only Academic

RoBERTz2 has include phrases that frequently ap-
pear in academic papers in any field, such as “ T &

5 Z & WSHEFR S 72> (It was confirmed that the
...) and technical terms that frequently appear in
certain fields, suchas “= a2 —J )V 32y N7 —2”
(neural networks). Our model may have achieved
high performance for text classification in the aca-
demic domain because our vocabulary includes

many such domain-specific tokens.

5 Conclusion

In this study, we released Academic RoBERTa, a
Japanese masked language model specific to the
academic domain, pretrained on abstracts of aca-
demic papers included in CiNii Articles. Exper-
imental results on Japanese text classification in
the academic domain revealed that our model con-
sistently outperforms existing domain-independent
masked language models. Detailed analysis con-
firmed the effectiveness of domain-specific pre-
training, as many domain-specific expressions were
included in the vocabulary and the accuracy of text
classification improved significantly for more de-
tailed categories requiring more expertise.

Our future work includes making Japanese text
generation models such as GPT-2 (Radford et al.,
2019) and BART (Lewis et al., 2020) specific to the
academic domain. These models could contribute
to summarization and grammatical error correction
in the academic domain.

!9The vocabulary of the existing masked language model
refers to the following union sets: the vocabulary of Tohoku
BERT, the vocabulary of Waseda RoBERTa, and the vocabu-
lary when training the subword segmentation of SentencePiece
on Japanese Wikipedia with a vocabulary size of 32, 000.
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