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Abstract

Image captioning is a prominent Artificial
Intelligence (AI) research area that deals
with visual recognition and a linguistic de-
scription of the image. It is an interdis-
ciplinary field concerning how computers
can see and understand digital images &
videos, and describe them in a language
known to humans. Constructing a mean-
ingful sentence needs both structural and
semantic information of the language. This
paper highlights the contribution of image
caption generation for the Assamese lan-
guage. The unavailability of an image cap-
tion generation system for the Assamese
language is an open problem for AI-NLP re-
searchers, and it’s just an early stage of the
research. To achieve our defined objective,
we have used the encoder-decoder frame-
work, which combines the Convolutional
Neural Networks and the Recurrent Neural
Networks. The experiment has been tested
on Flickr30k and Coco Captions dataset,
which have been originally present in the
English language. @ We have translated
these datasets into Assamese language us-
ing the state-of-the-art Machine Transla-
tion (MT) system for our designed work.

Keywords: Caption Generation, Low-
resource Language, Attention, Assamese.

1 Introduction

Over 24 million native speakers speak the As-
samese language in the north-eastern part of
India. It is an eastern Indo-Aryan (Indic)
language which is the official language of In-
dia’s Assam state. Assamese is an indigenous
Indo-Aryan language which has been influ-
enced in vocabulary, phonetics, and structure
by the region’s close association with Tibeto-
Burman dialects. Its grammar is notable for
its highly inflected forms, different pronouns,
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plural noun markers, and honorific and non-
honorific constructions. The Assamese script
is very close to the Bengali script. Assamese,
like English, is written from left to right.

The Assamese literary tradition can be
traced back to the 13th century. In the
16th century, prose texts, most notably bu-
ranjis (historical works), began to appear.
The Assamese alphabet (Assamese, Oxomiya
bornomala) is shown in Fig. 1 which is
the Bengali-Assamese script used in the As-
samese language. Other north-eastern lan-
guages that are using the script include Bodo
(now Devanagari), Khasi (now Roman), Mis-
ing (now Roman), Jaintia (now Roman), and
others. The Kamarupi script was used to cre-
ate it. Since Fifth century Umachal/Nagajari-
Khanikargaon rock inscriptions written in an
eastern variant of the Gupta script, the script
has evolved continuously, with significant influ-
ences from the Siddha script in the 7th century
(Saharia and Konwar, 2012). The current for-
mat is identical to the Bengali alphabet with
the exception of two letters, (ro) and (vo); and
the letter (khya) has progressed into an inde-
pendent consonant with its own phonetic qual-
ity, however in the Bengali alphabet it is a con-
junct of two letters.

Attempting to make computers mimic hu-
mans’ ability to interpret the visual world is
one of the long goal of artificial intelligence
researchers. Even though significant advance-
ment have been made in numerous computer
vision tasks, for example, attribute classifica-
tion (Lampert et al., 2009), object identifica-
tion (Felzenszwalb et al., 2009), action classi-
fication (Maji et al., 2011), scene recognition
(Zhou et al., 2014), and image classification
(Krizhevsky et al., 2012), the field of Natu-
ral Language Processing have seen recent huge
advances with the addition of transformer ar-
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Figure 1: Assamese alphabets

chitectures. Moreover, allowing a computer to
automatically describe an image in human lan-
guage is a comparatively new task.

Image caption generation is the process of
describing the visual information of an image
based on the objects and actions depicted in
the image using a machine’s visual perception
and a language model. The study of how
computers can apprehend digital images and
videos as well as describe them in a language
that humans can understand is an interdisci-
plinary field.

Recent advancements in the field of Natu-
ral Language Generation (NLG) have helped
the advancements of a plethora of fields like
Machine Translation, Text Summarization,
Answer Generation, and Image Captioning
(Min et al., 2021). The inclusion of several
pre-trained transformer-based language mod-
els such as BERT (Devlin et al., 2019) have
taken the Natural Language Processing (NLP)
to new heights. The interpretation of an im-
age is highly dependent on acquired image fea-
tures. In the prior studies, there are two ap-
proaches that have been taken into consider-
ation to accomplish this task (Wang et al.,
2020): one that uses a statistical probability
language model to generate handcrafted fea-
tures, and another one uses the neural net-
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work models based on encoder-decoder lan-
guage model to extract the deep features.

In this paper, we propose an encoder-
decoder framework for creating image captions
in Assamese. The proposed model is based on
a separate language model and a visual under-
standing machine. The rest of this paper has
placed out as follows: Section 2 presents the
works that has common factors with our work.
The data used in our experiment has been dis-
cussed in 3 section. 4 section contains the pro-
cedures we used to prepare our system. The
results, advantages and drawbacks have been
discussed in 5 section. Finally, in Section 6,
the paper is concluded with a discussion on
future work.

2 Related Works

Most of the image caption generation systems
comprised of rudimentary vision-based signi-
fiers and language models which have been
used during the early stage of the research.
These systems mainly includes rule-based and
hand-coded approaches. These systems only
worked on a limited set of images.
cent time, the image captioning systems pro-
duced significantly improved results, following
the same deep learning-based architecture as
machine translation, as deep learning meth-

In re-



The 34th Conference on Computational Linguistics and Speech Processing (ROCLING 2022)
Taipei, Taiwan, November 21-22, 2022. The Association for Computational Linguistics and Chinese Language Processing

ods enhanced. These works was using the
same encoder-decoder framework and framed
image captioning as a text-to-image transla-
tion. CNN was used to encode images and
RNN was used to decode the images into sen-
tences in these systems.

Vinyals et al. (2015) (Vinyals et al., 2015)
used CNN as an encoder to encode images
and RNN-LSTM to decode image features into
text, where image captioning is defined as pre-
dicting the probability of a sentence based on
the input image feature. The most simple
LSTM-based captioning architecture is based
on a single-layer LSTM. During training, in-
put words are taken from the ground-truth sen-
tence, while during inference, input words are
those generated at the previous step. Donahue
et al. (2014) (Donahue et al., 2017) provide
both image and text features to the sequential
language model at each time step, rather than
inputting image features to the system at the
start. The encoder-decoder framework’s next
advanced version is an attention guided frame-
work. Xu et al. (Xu et al., 2015) proposed
the first attention mechanism in image caption
generator. The encoder-decoder framework is
more focused on the salient region of an image
while generating an image description. It is
a method that allows you to weight different
areas of an image differently. It can, for ex-
ample, add more weights to an image’s impor-
tant region. The attention model developed
by them involved assigning weights to a ran-
dom portion of an image. As a result, some
critical aspect of an image was overlooked in
order to generate a caption. To address this
limitation, You et al. (You et al., 2016) devel-
oped a semantic attention model that focuses
on linguistically significant objects or action in
the image. In the preceding attention mecha-
nism, the model forces visual attention to be
active for every word, even those that do not
explain visual information. Stop words such
as ’'the’, 'of’”, and so on do not explain the
image object. To address this issue, Lu et
al. (Lu et al., 2018) developed an adaptive
attention mechanism, which automatically de-
termines whether to rely on the visual signal
or the language model. Whenever the adap-
tive attention model starts paying attention
to a visual signal, it will automatically decide
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which part of the image to focus on.

Vaswani et al (Vaswani et al., 2017) de-
scribed the fully-attentive paradigm which
has changed the way people think about lan-
guage generation completely.  The Trans-
former model was fully embraced as the de-
facto architecture for several language under-
standing tasks, as well as the groundwork for
other advancements in NLP, such as BERT
and GPT.

The Transformer architecture has been used
for image captioning because it can be viewed
as a sequence-to-sequence problem. A masked
self-attention operation is applied to words in
the standard Transformer decoder, followed by
a cross-attention operation. Words serve as
queries, and the final encoder layer’s outputs
serve as key / value, as well as an ultimate feed-
forward network. Improvement of language
generation and visual feature encoding have
also been proposed.

The North-East of India is one of the coun-
try’s most linguistically and culturally diverse
regions. Every state has its own culture, lan-
guage, and customs. Languages serve as a
link between people and aid in the formation
of bonds. The languages are mostly divided
into three groups: Indo-Aryan, Sino-Tibetan,
and Austro-Asiatic. Assamese, Bengali, En-
glish, Hindi, Manipuri, and Nepali are the
most widely spoken languages in the North-
east. As a result, the Northeast is also known
as India’s multilingual and multicultural re-
gion. For natural languages, a large number of
different NLP applications is being developed
in India, as well as across the world. As Sai-
ful Islam et al. (Devi and Purkayastha, 2018)
described , there are only a few NLP applica-
tions for NE languages have been developed in
India.

Natural Language Processing in Assamese
is being worked on in a number of different
ways. Assamese is a computationally under-
developed language, and NLP study is still
in its early stages. Works have mainly been
carried out in the fields of Machine Transla-
tion as we can see in the work of English to
Assamese using Statistical Machine Transla-
tion(SMT) (Singh et al., 2014). Laskar et
al worked on multi-modal translation using
both textual and visual features (Laskar et al.,
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2019). Other works have been done in the field
of Automatic Speech recognition by Agarwalla
et al (Agarwalla and Sarma, 2016) and Super-
vised named entity recognition in Assamese
language (Talukdar et al., 2014). In this
piece of writing, we are suggesting an encoder-
decoder framework for writing Assamese im-
age captions. The suggested model is based
on a unique language model and a machine
that can understand visuals.

3 Dataset

A number of datasets are available for high-
resource languages such as English, Hindi,
etc., to carry out the experiments in image cap-
tion generation. For low-resource languages,
the unavailability of sufficient data is the
prime challenge faced by the researcher.
the low-resource Assamese language, there is
no data available for the task of image cap-
tion generation. In this proposed work, we
have generated the data using the Transla-
tor Cognitive Service provided by Microsoft
Azure. Herein, we have used the Flickr30k
and MS COCO Dataset (Lin et al., 2014)
which are initially available in English. More-
over, we have used the machine translation sys-
tems (Translator Cognitive Service provided
by Microsoft Azure) to translate the captions
of these datasets into the Assamese language.
The generated dataset is pictorially depicted
in Fig. 2. The designed datasets differ in sev-
eral ways, including the number of images, the
number of captions per image, the format of
the captions, and the size of the images.

In

3.1 Flickr30k

Flickr30K (Young et al., 2014) is one of the
most popular datasets used for automatic im-
age description and grounded language under-
standing. It includes 30000 Flickr images and
158000 human-annotated captions. Initially,
it does not provide predefined image splits for
training, testing, and validation. Herein, the
researchers are free to select their own num-
bers for training, testing, and validation splits
as per the requirements.

3.2 MS COCO Dataset

The Microsoft COCO (MS COCO) Dataset
(Chen et al.,, 2015) is a popular massive
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dataset used for several tasks like image recog-
nition, object segmentation, and captioning
dataset. It contains multiple objects per class,
with over 300,000 images, over 2 million in-
stances, 80 object categories. In this dataset,
5 captions have been available for each input
image.

Table 1: Dataset Description

Name of Dataset | Train | Test
Flickr30k 29783 | 2000
Cocol7 118287 | 5003
Combined 148070 | 7003

In this work, we have used Flickr30k and MS
Coco datasets. For more promising results, we
have combined both datasets and analyzed the
performance in terms of domain-independent
perspective.  Flickr30k consisting of 31,783
images and Microsoft Coco(MS-COCO) 2017
Captions dataset which has 118287 training
images. Both Flickr30k/Coco Captions come
with 5 human-annotated captions for each im-
age. Table 1 shows the statistics of the used
dataset.

4 Framework

The architecture of the proposed model is
shown in Fig. 3 which primarily relies on the
encoder-decoder mechanism. In the proposed
model, image features are encoded using a con-
volutional neural network, and the image cap-
tions (word sequences) are encoded using a re-
current neural network. Later, the encoded im-
age is passed to a text feature decoder which
predicts the caption word by word. As it gener-
ated each word of the caption, the model used
attention to focus on the most important part
of the image.

4.1 Image Features Encoder

We use transfer learning to preprocess the raw
files, using a CNN-based system which has al-
ready been trained. The images are fed into
this process, which produces encoded image
vectors that capture the image’s essential fea-
tures. For image feature extraction, we have
used pre-trained VGG16 (Simonyan and Zis-
serman, 2015) and EfficientNetB3 (Tan and
Le, 2020). It was trained using the ImageNet
dataset. Historically, neural networks with
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Figure 2: Overview of the source data

many layers have performed well in pattern
recognition. Apart from this, these models
are also suffer from the overfitting and difficult
to optimise. Residual CNNs are comprised
of many layers with interconnections between
them. Identity mapping is decided to carry out
by these connections. VGG16 has 16 layers
and is simpler than EfficientNetB3. Efficient-
NetB3 are simple to optimise, and their perfor-
mance improves as network depth increases.
We used only the encoded image features pro-
duced by the hidden layers and discarded the
pretrained models’ final output layer because
it contains the final output of classification.

4.2 Word Sequences Encoder

We tokenize our sentences with Tensorflow and
extract the tokens from the top 25000 words.
The tokens are then passed through an Embed-
ding layer with embedding size=256 and an
RNN based on Gated Reccurent Units (GRU).
Kyunghyun Cho et al. (Cho et al., 2014) intro-
duced GRU, which has been successfully used
for machine translation and sequence genera-
tion.

The Generalized Recurrent Neural Network
(GRU) is an improved version of the Recurrent
Neural Network. The update gate and reset
gate are used in standard RNN to solve the
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vanishing gradient problem. These two gates
are in charge of the cell’s behaviour. The mem-
ory cell at the heart of the GRU model stores
information about each time step (what input
has been observed up to this point). The up-
date and reset gates are the vectors which de-
termines the forwarding of the specific informa-
tion to the output. The two gates have been
developed to save input from earlier time steps
without losing it and to eliminate data which
is unrelated to the forecast.

The main distinction between Gated Rec-
curent Units (GRU) and Long Short Term
Memory (LSTM) (Hochreiter and Schmidhu-
ber, 1997) is that GRU’s bag has two gates: re-
set and update, whereas LSTM’s bag has three
gates: input, output, and forget. Because
GRU has fewer gates than LSTM, it is less
complex. GRU is 29.29% faster than LSTM
for same dataset in terms of model training
speed; and in terms of results, GRU will out-
compete LSTM in the case of long text and
comparatively tiny data sources, but will fall
well short in other instances.

4.3 Attention Mechanism

For our experiments, we have used Bahnadau
Attention, as described in the research arti-
cles ‘Neural Machine Translation by Jointly
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Learning to Align and Translate’ (Bahdanau
et al., 2016). The attention features shape
for VGG16 is 49, while it is 100 for Efficient-
NetB3. The context vector generated by the
pretrained model’s last hidden layer is passed
to attention layer. GRU obtains the context
vector as an input and produces an image de-
scription. This architecture outperforms tra-
ditional CNN and RNN architectures that use
Long Short Term Memory (LSTM) as a de-
coder.

At each keyframe, the Attention module re-
ceives the encoded image along with the previ-
ous timestep’s hidden state from the Decoder.
It generates an Attention Score, which gives
each pixel in the encoded image a weight.
The higher a pixel’s weight, the more likely
it is that the word will be output at the next
timestep. For example, if the target output se-
quence is A boy is kicking the ball, the boy’ s
pixels in the photo are highlighted when gener-
ating the word boy, while the ball’s pixels are
highlighted for the word ‘ball’.

Attention is the process of focusing on a
distinct aspect of information whilst dismiss-
ing other apparent information. It’s a way of
telling the model where to focus in order to
generate the corresponding word instead of the
entire image. The decoder pays specific atten-
tion to some regions of the image at time t, on
the basis of the hidden state, and by the use
of spatial image features, it measures context
vector.

4.4 Caption Generation

The caption generator is composed of a sim-
ple decoder with a Dense layer and Rectified
Linear Unit (ReLU) activation. The dense
layer, which also includes attention weights,
receives the output of the picture feature en-
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coder. The dense layer generates a softmax
prediction of the next word in the sequence
for each word in the vocabulary, then chooses
the word with the highest probability. Instead
of raw photos, we pass these encoded image
attributes into our Image Caption algorithm.
The target captions for each encoded image
are also passed in. By decoding visual informa-
tion, the model attempts to predict captions
that compliment the intended caption. During
the training phase, we use the Teacher forcing
method to predict the next word where the
target word is passed as the next input to the
decoder. This procedure is repeated until a
final token is generated.

5 Results

The results evaluation of the proposed ap-
proach for Assamese language is quantitatively
and qualitatively challenging task. The system
generated results values are remarkable and it
set benchmark for other existing systems for
the task of caption generation in Assamese lan-
guage. There are a variety of evaluation met-
rics used in image captioning tasks that can
be found in the literature. The BLEU score
(Papineni et al., 2002) is the most commonly
used metric. In addition to this, the Rouge
score (Lin, 2004) is also one of the popular
metric to computes the performance of the im-
age caption generation system. These metrics
works by comparing a system generated cap-
tions with a set of reference summaries.

The test sets of Flickr30k and COCO 2017
datasets contain 2000 and 5000 test images,
to evaluate the proposed model’s performance.
For the test dataset, BLEU has been recorded.
We also experimented with our combined
dataset, which contains 150k images in the
training set and 7000 test images in the test
set. We keep track of both our BLEU and
ROUGE and presented the scores in Table 2.

The majority of the images in this dataset,
feature’s human subjects with captions that
are nearly identical. As a result of being
trained on a large number of similar human
subjects, the model during testing is unable to
distinguish and describe non-human subjects.
Machine translation of English captions to As-
samese language has some limitation to trans-
late compound sentences. The combined sys-
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Table 2: Evaluation scores

Name of | Model BLEU | Rouge
Dataset
. VGG16 0.2833 | 0.1011
Flickr30k g fentiet [ 0.3084 | 0.1137
Cocol? VGG16 0.2694 | 0.1054
EfficientNet | 0.2677 | 0.1049
Combined VGG16 0.2134 | 0.0778
EfficientNet | 0.2389 | 0.0889

tem was supposed to give a better accuracy
in terms of BLEU and rouge score. But, they
surprisingly gave a bit worse result as both the
datasets contained different type of images so
combining both the dataset was not good for
our system. Although, it leaves us a space for
future to work better how to get better results
after the combination of two datasets.

As shown in the Table 3, we get a fairly
close match to the reference captions. It lacks
in areas where the word does not appear fre-
quently, so applying one shot learning for ob-
jects that doesn’t contain many samples. In
our results, the distinction between source and
predicted captions is that some sources contain
a detailed definition of the image. Moreover,
the designed system tries to give the overall de-
tails of the image. Another limitation of the
proposed approach is that the caption mainly
focuses on one main area, as simplified version
of Bahnadau attention is use.

The caption mentioned in Table 3 for the
first image, the scissor is incorrectly re-
ferred to as sunglasses as the dataset con-
tains a number of images of people with
glasses.

For second image, the proposed method
analyses the different objects occurring in
the image and attempts to predict the
caption for the same. The generated cap-
tion is slightly confusing and semantically
incorrect.

Moreover, the source caption of the fourth
image is overly detailed and the predic-
tion is reasonable.

In the third and fifth images, there is too
much depth on the source caption.
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Some drawbacks can be solved by the use of
multi head attention which can help to solve
this problem by focusing on more than one
region. Also, transformers have a long way
to go in the field of image captioning as the
data is not always processed in the same order
by transformers, and the attention mechanism
provides context for any position in the input
sequence.

6 Conclusions and Future Work

In this paper, we have proposed an encoder-
decoder framework for creating image captions
in Assamese. We looked at the Assamese
alphabet and its presence in the Devanagari
script, drawing parallels to the Bengali lan-
guage. The current model is based on a sepa-
rate language model and a visual understand-
ing machine. Our primary focus was on trans-
lating English sentences, but in the long run,
we are motivated to create a Gold Dataset
for Assamese image captions. With the sud-
den rise in the use of Transformer-based frame-
works in Machine Translation and other NLP
tasks, image captioning using Attention-based
Transformers could be a good experiment to
investigate in the future.

Our main motivation was to create a bench-
mark model for Image Captioning in a low-
resource language like Assamese for the first
time. We hope that other machine learning re-
searchers will work in this area to develop bet-
ter models and improve the system’s function-
ality and accuracy which may benefit many
coming researchers. In the future, we’ll ex-
plore the possibility of using a combination of
different encoder and decoder architectures to
enhance the result even further. We’ll also ex-
periment with different sampling techniques to
see if we can eliminate the bias toward certain
phrases. The gain of this experiment can be
added to the research on Assamese image cap-
tioning and treated like a baseline model for
further studies and future research.
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Table 3: Caption Generated using Proposed Approach

Input Image Captions
AN Source
As: Q& TR FRAM (69 (RreeTS AT 51 R |
En: A man is looking through the handle of a scissor.
Predicted
As: IR Pl Sigens Ao 9F eFed TR |

En: The man in sunglasses actively looks serious.

Source

As: et wrece qifzge oiFe A asfege 1|

En: Construction workers assemble pipe material outside.
Predicted

As: Tl T oTceT 5231 TeeTe @F qi*t *[qe 761

En: Construction workers demonstrate wall jumps in the
heart of the city

Source

As: & T TN FIIF BT Aie g2 18F 03 Wtz |

En: A man is waiting on a bike on a rock path near the lake.
Predicted

As: T3 HeAIR <4 @0 Pl e 399 |

En: A person wearing helmet riding bike

Source

As: TRl T2 TS (ATl ©F 55 @i 511 ot @it 72 |
En: A girl wearing a polka dot shirt and glasses in front of
a tree.

Predicted

As: T Gferte colfer gt @siQiet izt

En: A woman posing for a photo

Source

As: T &OED T 9o AT o6t (0T bifRee T

En: A person in a black wet suit is alone surfing in waves.
Predicted

As: QG FGCE AR {199 (0O (BT He112 SR |

En: A man is riding a wave along the beach
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