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Abstract

Recently, various end-to-end architectures of Automatic Speech Recognition (ASR) are being showcased as an important step
towards providing language technologies to all languages instead of a select few such as English. However many languages are
still suffering due to the "digital gap", lacking thousands of hours of transcribed speech data openly accessible that is necessary
to train modern ASR architectures. Although Catalan already has access to various open speech corpora, these corpora lack
diversity and are limited in total volume. In order to address this lack of resources for Catalan language, in this work we
present ParlamentParla, a corpus of more than 600 hours of speech from Catalan Parliament sessions. This corpus has already
been used in training of state-of-the-art ASR systems, and proof-of-concept text-to-speech (TTS) models. In this work we
explain in detail the pipeline that allows the information publicly available on the parliamentary website to be converted to a
speech corpus compatible with training of ASR and possibly TTS models.
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1.

Although Natural Language Processing is fast becom-
ing a mainstream, readily-usable technology, for many
of its core tasks it relies on a vast amount of data be-
ing available for development and training, especially
in the age of neural networks-based Artificial Intelli-
gence. Speech processing, be it recognition or syn-
thesis, require many hours of recorded and transcribed
data in order to be used reliably for electronic assis-
tants, translation, voice operated interfaces, etc.

Introduction

For some of the world’s languages with many millions
of speakers available, this data gathering is not espe-
cially challenging. For other less-resourced languages,
it can be a matter of survival in an increasingly digital
world.

Catalan is a romance European language spoken or
understood by more than 9 million people, with deep
roots in culture and history, and with a significant on-
line presence, for example, in Wikipediaﬂ popular me-
dia outlets and in print literature. Even so, it is not rec-
ognized as an official language in the EU, nor is it in-
corporated in many of the major apps and services from
Big Tech (Amazon, Google, Apple, etc.) that people
increasingly rely on for communication and even daily
chores like using maps or scheduling appointments.
For some years now, a diverse and vibrant collabora-
tion between regional government agencies, volunteer
tech collectives and research institutions has promoted
and supported projects that have produced state-of-the-
art tools and resources, such as: translators, datasets,
(Kiilebi and Oktem, 2018), dictionaries, correctorsE]

!'The Catalan version is the 20th largest language edition
%i.e. see the resources provided by the NGO [Softcatala
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corporaE] pipelinesﬂ massive Transformer-based lan-
guage models and language benchmarksE]

These somewhat scattered efforts and the direct in-
volvement of the Catalan government have led to the
AINA initiativeE] enabling the generation of high-
quality corpora and datasets which, along with ex-
tensive language models, are being made available
through various open platformﬂﬂ in order to promote
Natural Language Understanding (NLU) capabilities
for any institution, organization, company or individ-
ual. The objective is for people to be able to engage
in the digital world in Catalan to the same degree as
speakers of a global language such as English, thus pre-
venting the digital extinction of the language.

In this work, we explain the preparation of a Cata-
lan speech corpus based on the Parliamentary record-
ings and metadata. The corpus is published with
a CC-BY license and is fully downloadable from
https://zenodo.org/record/5541827(Kiilebi, 2021)).

2.

In order to contribute to the openly available speech
resources for Catalan, we have compiled the parlia-
mentary speeches and processed them with their cor-
responding transcriptions, as well as segmented them
into a format that is compatible with ASR training
pipelines.

Data Compilation

3Catalan has consistently been in the top 5 languages of
the Mozilla Common Voice|initiative

4CLIC, TALP and other university research labs.
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The use of parliamentary recordings for generating
speech corpora is well established, with the earliest ex-
ample for a limited resource language has been the cre-
ation of the Althingi, Icelandic parliamentary speech
corpus (Helgadéttir et al., 2017)). Parliamentary con-
tent has certain advantages, such as readily available
transcripts, relatively natural speech and a controlled
recording environment. Additionally, due to the trans-
parency laws, it is customary to find parliamentary con-
tent with open and/or free licenses, hence facilitating
the release of the final processed dataset with open li-
censes.

The complete process, which takes various types of
parliamentary content and converts them into a speech
corpus, takes advantage of different types of tools and
algorithms. In the following subsections, we first ex-
plain the details of the publicly available content, and
follow with the specifics of the preprocessing steps ap-
plied first to textual data and metadata and later to the
audio content.

2.1.

The Catalan Parliament (Parlament de Catalunya) con-
sists of 135 elected representatives from an ideologi-
cally diverse group of political affiliations. In the last
decade, the Catalan Parliament has witnessed lively
and intense debates about topics such as social equal-
ity, national identity and statutes, language preserva-
tion, etc. In this work, we have profited from this di-
verse content to create a speech corpus.

In order to build our corpus we have first extracted the
available content, directly from the Parliamentary web-
site, taking advantage of an earlier easy to access ver-
sion of itﬂ The audio segments were extracted from
recordings of the Catalan Parliament plenary sessions,
and the dates chosen were between 2007/07/11 and
2018/07/17, when the scraping was made.

Catalan Parliamentary Data

Within the old version of the website, the video files
were presented per plenary session and per speaker in-
tervention. For each plenary session, the sequence of
interventions per speakers were accessible in the DOM,
in addition to a link to the complete transcripts in pdf
format.

In short, the overall preparation of the corpus involves
matching metadata from two different sources, namely
the website and the transcripts in pdf format. Further-
more, the combined data is processed in order to create
the ASR training ready corpus. The visual summary of
the whole data processing can be found in Fig. [T] Apart
from the matching of the metadata from both sources,
the most time-consuming aspect of the data preprocess-
ing has been the development of the pdf parser for the
parliamentary transcripts. In addition, the existence of
multiple official languages has been an extra inconve-
nience specific to our case.

“the old version of the site can be seen in 'web archive
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2.2. Preparation of Session Metadata

The data processing pipeline starts with the scraping of
the webpage of the Catalan Parliament, where a record-
ing of a speaker during an intervention per session are
available separately. Since the audiovisual content is
speaker specific, the first important step was to asso-
ciate each video file with the corresponding session,
intervention and actual speaker and finally the corre-
sponding text. Although the speaker list was provided
in the DOM of the session video page, this informa-
tion had to be aligned with the parsed pdf of the official
transcript of the session, converted into structured data,
showing the speaker and the corresponding text.

As a first step we have downloaded the list of interven-
tions, the name of the corresponding speakers and the
pdf of the full transcription per session, and the cor-
responding video files for the speaker. Furthermore
we have repeated the whole process for each plenary
session. As explained before, the intervention record-
ings are conveniently organized as per speaker per in-
tervention, hence for the given time window we down-
loaded in total 12918 recordings, with lengths rang-
ing between 10 seconds and up to 30 minutes. The
pdfs or "diaris" in Catalan, include the interventions
for each topic discussed during one specific day of a
plenary session. Due to the content of the sessions, we
have concentrated only on the regular sessions and not
the extraordinary ones which might include constitu-
tive sessions, with only the voting processes that are
contentwise uninteresting for a speech corpus.

In addition to the structured metadata of the audiovisual
content page, the pdf files also needed to be converted
to structured data, comprising the sequential speakers
with their corresponding scripts. For this task we used
a two-step process, in which we first extracted the xml
information from the pdf, where each line of text have
their own coordinates and typographical information.
And on a second step we implemented the template
logic into a parsing script where the undesired parts of
the text, like headers, footers and lists of contents were
eliminated, and exploiting the typographical informa-
tion, text versus speaker name were recognized. Since
the structure of the official scripts changed only once
during the chosen period, our parser needed to consider
only two alternatives.

At the end of this process, we ended up with a struc-
tured data file which included the sequence of speakers
with their associated speeches within a session.

{

"_id" "0fa8ea289797a5c40a9106",
"value" {

"urls" [

[["Sra. Eulalia Reguant i Cura

(Membre) "7,
"4320b06b2748a0060b3b.mp3"]
1/
"text" [
["La presidenta",


https://web.archive.org/web/20180828112317/https://www.parlament.cat/web/canal-parlament/activitat/plens/index.html
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Figure 1: The flowchart of all the processes to generate the speech corpus. All the information persisted in a
database, and as a final step a csv file is exported with the relative paths to the audio segments and their corre-

sponding transcriptions.

"Gracies, president.
la senyora Reguant."],

["Eulalia Reguant i Cura",
"Gracies, president. Arrelada a
Parets, amb el setanta-cinc per
cent de la seu financera a
irlanda: (...)"]

]I

"ple_code"

}

"2017_04_26_212616"

}

Finally, to generate the input for the audio-transcript
alignment process, we needed to merge this metadata
coming from two separate sources, i.e. a sequence
of speaker interventions with the corresponding video
urls, and another sequence of speaker interventions
with the corresponding text. However, the names of
the speakers within these two different sources were
not consistent: for example H. Sr. Oriol Junqueras i
Vies (Conseller) vs El vicepresident del Govern i con-
seller d’Economia i Hisenda (Oriol Junqueras i Vies)
from the pdf. Or in extreme cases, the names of the
ministers did not appear corresponding to their appoint-
ment within the transcriptions, for example H. Sr. Lluis
Miquel Recoder i Miralles (Conseller) vs El conseller
de Territori i Sostenibilitat.

Furthermore, the audiovisual metadata did not include
the minor interventions, neither from the President of
the Parliament nor from the interrupting parliamentary
members, whereas the data extracted from pdfs did in-
clude them. Hence, we used yet another step to align
the speakers sources, using first a fuzzy match for the
names within an intervention, and assigning them an
index, and later sequence matching these indices using
the Smith-Waterman Algorithm (Smith et al., 1981]).
At the end of this process we ended up with a sin-

Té la paraula
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gle database of metadata which include the session, its
speaker intervention in the correct sequence with their
corresponding text and video urls. The scripts imple-
menting all these processes can be found at the reposi-
tory of the project. [117]

2.3. Preparation of Audio Corpus

The metadata file we have prepared provided us with
the audio file against its corresponding text, but the
recording for each intervention had various lengths, up
to 20 minutes, which needed to be segmented to 5-15
second clips in order to be applicable for ASR training
pipelines. Thus to segment these long audio files into
desired sizes, we executed a forced alignment process.
We initiated the process downloading all the content
in video format and converting them into single chan-
nel wav files with a sampling rate of 16kHz. Further-
more, we processed the merged structured metadata file
to eliminate all the non-Catalan speeches through the
use of a basic language detectorE] which gives a per-
centage of Catalan words for an intervention, based on
a clean corpus. Finally, for the remaining set we ap-
plied a method very similar to the original LibriSpeech
article (Panayotov et al., 2015).

We did a first pass of speech recognition using the
Catalan CMU Sphinx models E] trained with TV3, the
public Catalan television corpus (Kiilebi and Oktem,
2018)), with the language generated from the self-text of
the intervention. This method gave us the word based
timestamps for the text; however the resulting word se-

YUhttps://github.com/qullabi/
parlament—scrape

""The Catalan parliamentary discussions include Spanish
as well as Aranese Occitan interventions, all three being the
official languages of the autonomic region.

Zhttps://cmusphinx.github.io/
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quence did not correspond fully to the input text, partly
due to the old ASR architecture and partly due to the
non-literal transcription of the official records (omis-
sion of repetitions and disfluencies). However, we used
the results of the ASR decoding, aligned them to the
original text using the Smith-Waterman algorithm and
used this information to define the text/audio "islands"
(Panayotov et al., 2015)) in order to segment the audio.
For the segmentation, we have taken into account both
the silences (minimum 300 ms) and the punctuation.
We have used an algorithm similar to beam search,
but with assigned probabilities, to find the most opti-
mal segment. This way the algorithm prefer silences
which coincide with punctuations (specifically comma,
dot, question mark, colon, semicolon and exclamation
mark).

The algorithm accepts minimum and maximum dura-
tions, but since it is probabilistic, in situations where it
is not possible to segment the long audio (due to lack
of silences for example) it allows for segmenting pieces
that are longer or shorter than the given limits. This
is preferable in order to ensure the quality of the re-
sulting segments, and not introduce truncated speech
in the corpus. The lengths of the resulting segments
can be seen in Fig. 2] In the end, we have manually
eliminated the segments longer and shorter than the de-
sired limits, and ended up with corpora of bits between
5 and 15 seconds. The processing pipeline is available
on github. E]
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Figure 2: The histogram of segment lengths, the du-
rations are in seconds. Although the duration interval
is between 5 and 15 seconds, our method yields some
segments with durations outside this interval in order
not to generate segments with truncated utterances.

On a second pass, we have further processed the result-
ing segments in order to assess their quality. Namely,
we applied once more the ASR models to the seg-
mented audio and depending on the similarity of the
results of the decoding versus the original text, we de-
fined the quality thresholds for the corpus. The qual-
ity results were calculated according to Levenshtein

Bhttps://github.com/qullabi/
long-audio—aligner

distances with 100, complete equivalence of the two
strings, and 0, no character overlap. Although we have
ensured that our false negatives (i.e. segments with low
score) are kept to a minimum through the use of finite-
state-transducer based grammars built with the original
text of the segment, similarly to Librispeech process
(Panayotov et al., 20135)), our scoring method was still
prone to the quality of the ASR models. Specifically
the fact that the ASR models that we used are biased
against the non-central Catalan dialect, it is possible
that these accents are also penalized by the scoring.
However at this moment we don’t have the dialectal
metadata of the speakers to check this possibility.

In short, in order to eliminate the outliers, possible
errors in transcription and/or segmentation pricess we
have eliminated all segments below the score of 65 for
the global corpus, and ended up with a total of 611
hours of total speech recordings.

2.4. Postprocessing ParlamentParla

For the final published speech corpus, we further pro-
cessed the data in order to make it compatible with
ASR pipelines. First, the text is all in lower-case, which
is standard for the speech corpora. Furthermore, for the
v2.0 we have included the speaker information, specif-
ically anonymized ids and the corresponding gender.
For detecting the genders, we have simply used the in-
formation provided in the metadata, using the gendered
honorific titles in front of the name of the speaker.
Specifically; Sra. (senyora) signifying female, and Sr.
(senyor) signifying male.

Finally, using the quality values per segment, we have
separated the corpus into clean and other. We have cho-
sen all the segments above the quality score of 91 as
clean and left the rest as other. This way we ended up
with 211 hours of clean and 400 hours of other quality
segments. Furthermore each subset was divided into
three parts, training, dev and test, where dev and test
datasets have 4 hours each and the rest goes to the train-
ing corpus. We have made sure that the speakers that
are included in the test and dev subsets are not included
in the training subset.

The final gender distribution of the corpus ended up
being male dominant with female voice percentages of
28,7% for "other" and 39,3% "clean" subset. In total,
the female voices comprise 32,4% percent of the total
duration of ParlamentParla. The details of the total du-
rations per subset can be seen in Table[I]

For the v2.0 of the corpus we have used a format sim-
ilar to the Common Voice dataset since it became a de
facto standard for most of the modern ASR training ar-
chitectures during the recent years. Hence we released
the dataset in a single file csv (comma separated val-
ues), with the speaker ids, the audio filename and the
corresponding text, as well as the speaker gender and
the duration of the utterance.

The corpus is currently available through the Zenodo
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Subcorpus | Gender | Duration (h)
other_test F 2.516
other_dev F 2.701
other_train F 109.68
other_test M 2.631
other_dev M 2.513
other_train M 280.196
other total 400.239
clean_test F 2.707
clean_dev F 2.576
clean_train F 77.905
clean_test M 2.516
clean_dev M 2.614
clean_train M 123.162
clean total 211.48
Total 611.719

Table 1: The total duration of all the subsets, with gen-
der distribution.

platform (Kiilebi, 2021) and Huggingface datasets
with the latter allowing for a convenient interface for
inspection of the published data.

3. Current and Future Work

The dataset was already used to train state-of-the-art
ASR models, fine-tuning the pretrained multilingual
models of wav2vec2.0 with 300m"} 15| parameters.
For the training, ParlamentParla was used in addi-
tion to TV3Parla and the Common Voice Catalan v8.0
dataset. The achieved WER (word-error-rate) for these
models on the Common Voice test set is 6,8% and
6,1%. Although these models do not solely rely on
ParlamentParla, these wav2vec2.0 results are a good
showcase of the importance of the corpus in achiev-
ing high quality ASR systems for resource-limited lan-
guages. We are currently making experiments train-
ing wav2vec2.0 models with Common Voice corpus vs
Common Voice plus ParlamentParla corpus, and our re-
sults will be published in the Huggingface, within the
AINA proj eciE] models.

Due to the innovative segmentation method introduced
in the process, and the clear delineation of individual
speakers, it is possible to use the corpus for training of
text-to-speech (TTS) systems. In order to test this hy-
pothesis, we have used 15 hours of speech from former
Catalan President Artur Mas to train the NVIDIA im-
plementation | °| of Tacotron2 (Shen et al., 2018)). For
privacy considerations, we did not publish the trained

“https://huggingface.co/datasets/
projecte—aina/parlament_parla
Phttps://huggingface.co/PereLluisl3/
wav2vec2-xls—-r-300m-ca-1m
®https://huggingface.co/PereLluisl3/
wav2vecz2-xls—-r—-1b-ca-1m
Y]nttps://huggingface.co/projecte—-aina
Bhttps://github.com/NVIDIA/tacotron2
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model, but synthesized speech snippets can be found
on the webpage of the Catalan TTS project Catotron
v1.0 [ﬂ The details of the architecture and part of the
experiment are also explained in the original Catotron
paper (Kiilebi et al., 2020).

The most important future work underway is the de-
velopment of a data pipeline which the ParlamentParla
speech corpus can be easily updated and published reg-
ularly. Currently, the biggest obstacle is the new struc-
ture of the website in which the assets are loaded dy-
namically; moreover, the connection between the ses-
sion videos and the official transcripts is broken. How-
ever, there is development underway by the Departa-
ment d’Informatica i Telecomunicacions (Department
of Informatics and Telecommunications) to provide the
session and intervention information via a RESTful
API (application programming interface) as part of the
improvement of the transparency standards of the Cata-
lan Parliament. Thanks to this effort, the necessary in-
formation will be available by a simple API call with-
out having to scrape the website.

Additionally, there is work underway to apply the
methodology developed for ParlamentParla to process
other parliamentary recordings, most importantly the
Valencian Parliament (Corts Valencianes) and possibly
also the Parliament of the Balearic Islands (Parlament
de les Illes Balears), both Catalan-speaking territories.

3.1.

The initial preparation of this corpus was partly sup-
ported by the Department of Culture of the Cata-
lan autonomous government, and further development
with the preparation of v2.0 was supported by the
Barcelona Supercomputing Center, within the frame-
work of the project AINA funded by the Generali-
tat de Catalunya, Departament de la Vicepresideéncia i
de Politiques Digitals i Territori, through the projects
ECIA PDAD14/20/00001, AINA PDAD46/21/000001
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