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Abstract 

In Word Sense Disambiguation (WSD), several 
studies have proposed systems that incorporate 
dictionary glosses. The use of glosses expressed 
in short sentences can improve the accuracy of 
the WSD system. However, since many glosses 
are short sentences, additional lexical 
information could improve accuracy. In this 
study, we propose a method to incorporate 
examples of word senses described in WordNet 
3.0 as new lexical information into BEM, a WSD 
system, and analyze the effectiveness of the 
examples of word senses. Specifically, 
examples of word senses are input into BEM, 
and the [CLS] vector or target word vector is 
taken from the output word embedding 
representation sequence and used as the sense 
embedding representation. In the experiment, 
out of six evaluation sets, including the 
development set, the F1 score decreased in five 
evaluation sets and improved in one evaluation 
set. Since the F1 score improved in one 
evaluation set, we expect that the use of 
examples of word senses would be effective. 

1 Introduction 

Word sense disambiguation (WSD) is one of the 
major tasks in natural language processing (NLP). 
WSD is the process of identifying the most 
appropriate sense for a polysemous word in context. 
This technique is crucial in many applications in 
other areas of NLP, such as machine translation 
(Nguyen et al., 2018), information extraction (Chai 

and Biermann, 1999), text summarization (Rahman 
and Borah, 2020), and so on.  

Previous research has shown that incorporating 
lexical information, such as glosses, into a WSD 
system improves accuracy (Luo et al., 2018a, b; 
Blevins and Zettlemoyer, 2020). Glosses have been 
found to be effective for both most frequent sense 
(MFS) and less frequent sense (LFS). However, 
many of the glosses are written in short sentences, 
and it is not clear whether the glosses effectively 
capture the information in the sense. We expect that 
the use of information on many senses, rather than 
just glosses, will capture the characteristics of 
senses. 

To solve this problem, we propose a WSD 
method to use examples of word senses from 
WordNet 3.0 (Miller, 1995) as additional lexical 
information in BEM (Blevins and Zettlemoyer, 
2020). In the proposed system, the target word 
vector or [CLS] vector of examples of word senses 
is used as the sense embedding representations. We 
expect that the use of examples of word senses as 
well as glosses can effectively capture the 
characteristics of word senses. We compare the 
performance of this proposed method with that of 
BEM to test the effectiveness of examples of word 
senses in WSD. 

2 Related Work 

There are two types of word sense disambiguation 
(WSD) tasks: the Lexical Sample Task, in which the 
target words for WSD are predefined, and the All-
words WSD, in which all polysemous words in a 



sentence are target words. This study is categorized 
as an All-words WSD.

The BEM by Blevins et al. consists of a context 
encoder that represents the target word and its 
surrounding context and a gloss encoder that 
represents the sense glosses, representing the target 
words and senses in the same embedding space.
These two encoders are initialized with a pre-trained 
model, BERT (Devlin et al., 2019), and are jointly 
fine-tuning. This method outperforms the results for 
All-words WSD in English presented in the 
previous study by Raganato et al. (2017b). In this 
study, the model was trained in BEM by creating a 
new sense embedding representation of examples of 
word senses.

It has been shown that lexical information such 
as glosses is a valuable resource for improving the 
accuracy of WSD. Lesk (1986) used overlap 
between sense glosses and the context of the target 
word to estimate the sense of the target word. This 
method was later extended to incorporate WordNet 
graph structure (Banerjee and Pedersen, 2003). It 
has also been extended to incorporate word 
embeddings (Basile et al., 2014). In a recent study, 
Luo et al. (2018a, b) input sense glosses into a 
neural WSD system and significantly improved 
accuracy.

3 BEM

In this section, we introduce the BEM proposed by 
Blevins et al. The model structure of the BEM is 
shown in Figure 1. BEM is a supervised WSD
system designed to efficiently utilize sense glosses
that define a less frequent sense. BEM is composed 
of two independent encoders: a context encoder that 
represents the target word and surrounding context, 
and a gloss encoder that embeds the sense glosses.
Each encoder is a deep transformer network 
initialized with BERT to take advantage of the word 
sense information obtained from prior training 
(Coenen et al., 2019; Hadiwinoto et al., 2019). Thus, 
the input to each encoder is padded with BERT-
specific start [CLS] and end [SEP] symbols.

BEM is designed to encode contextualized target 
words and sense glosses independently (Bromley et 
al., 1994; Humeau et al., 2019), and each of these 
models is initialized with a BERT-base.

The context encoder takes as input a context
sentence containing the target words for WSD.

is represented by 

where is the target word of the context 
sentence. The context encoder outputs a context-
aware word embedding representation sequence .
The target word vector in the word embedding 
sequence is denoted by , where is the 
representation output by . is given by

For words tokenized into multiple subword by the 
BERT tokenizer, the word is represented by the 
average representation of the subword parts. For 
example, if the through tokens correspond 
to the subword of the word, is given by

The gloss encoder takes as input the gloss
that define the sense . The 

[CLS] vector, which is the first representation in the 
word embedding representation sequence output by 
gloss encoder, is the global representation of . The
global representation of is denoted by , and is 
given by

As shown in the following equation, each 
candidate sense of the target word is 
given a score by taking the dot product of and 
every .

where is . When evaluating, the 
meaning of the target word is predicted to be 

Figure 1. Model Structure of BEM



the with the highest score for the dot 
product of and .

For the score of each candidate sense of the target 
word , the BEM is trained using a loss function, 
cross-entropy loss. Given a word-sense pair , 
the loss function of the system is given by

4 Method

In this study, we input examples of word senses into 
the BEM to estimate the sense of the target word.
Specifically, we use the [CLS] vector and the target 
word vector obtained from the examples of word 
senses as the sense embedding representations.
Three main types of examples of word senses 
representations are used to train the BEM, and three 
types of models are created using the examples of 
word senses representations. The method of 
representation of examples of word senses is 
explained in detail in Sections 4.1, 4.2, and 4.3. The 
examples of word senses are obtained from 
WordNet3.0.

4.1 Word Sense Disambiguation Using the 
[CLS] Vector of Examples of Word 
Senses

In this section, we present an approach using [CLS] 
vector of examples of word senses. The structure of 
the model using the [CLS] vector of examples of 
word senses is shown in Figure 2. If there are 
multiple examples of the sense for a sense, one of 

them is obtained. The obtained examples of the 
sense are input to the gloss encoder, and the [CLS] 
vector is extracted from the word embedding 
representation sequence output from the gloss 
encoder. We use the extracted [CLS] vector as the 
sense embedding representation. We take the dot 
product of the target word vector of the context
sentence output by the context encoder and the 
[CLS] vector of the sense glosses output by the 
gloss encoder. In addition, we take the dot product 
of the target word vector of the context sentence
output by the context encoder and the [CLS] vector 
of the examples of the sense output by the gloss 
encoder. The results of the dot product calculation
are used as the score of each candidate sense. Then, 
the sense with the highest score among each 
candidate sense is estimated as the sense of target 
word.

4.2 Word Sense Disambiguation Using the 
Target Word Vector of Examples of 
Word Senses

In this section, we present an approach using the
target word vector of examples of word senses. The 
structure of the model using the target word vector 
of examples of word senses is shown in Figure 3. If 
there are multiple examples of the sense containing 
the target word for a sense, one of them is obtained.
For example, if the target word is "review," the 
examples of the sense with words of the same type
as "review" in the sentence are obtained. The

Figure 2. Structure of the Model Using the [CLS] 
Vector of Examples of Word Senses

Figure 3. Structure of the Model Using the Target 
Word Vector of Examples of Word Senses



obtained examples of the sense are input to the 
context encoder, and the target word vector is 
extracted from the word embedding representation 
sequence output from the context encoder. We use 
the extracted target word vector as the sense 
embedding representation. We take the dot product 
of the target word vector of the context sentence 
output by the context encoder and the [CLS] vector 
of the sense glosses output by the gloss encoder. In 
addition, we take the dot product of the target word 
vector of the context sentence output by the context 
encoder and the target word vector of the examples
of the sense output by the context encoder. The 
results of the dot product calculation are used as the 
score of each candidate sense. Then, the sense with 
the highest score among each candidate sense is 
estimated as the sense of target word.

4.3 Word Sense Disambiguation with the 
vector of sense glosses updated with 
examples of word senses

In this section, we present an approach that updates 
the vector of sense glosses with examples of word 
senses. The structure of the model with the vector of 
the sense glosses updated with the examples of word 

senses is shown in Figure 4. If there are multiple 
examples of the sense for a sense, one of them is 
obtained. If no examples of the sense exist for a
sense, the sense gloss is used as the examples of the
sense as a substitute. The obtained examples of the 
sense are input to the gloss encoder, and the [CLS] 
vector is extracted from the word embedding 
representation sequence output from the gloss 
encoder. We use the extracted [CLS] vector as the 
sense embedding representation. We then update 
the word sense vector of the sense glosses by fine 
tuning each encoder with the sense glosses, 
followed by fine tuning with the examples of the 
sense.

5 Experiments

5.1 Datasets

We use the WSD framework created by Raganato et 
al. (2017b) to evaluate model performance. As 
training data, we use the SemCor corpus (Miller et 
al., 1993), a large dataset of manually annotated 
word senses from WordNet. SemCor contains 
226,036 annotated examples covering 33,362 
senses. We use the SemEval-2007 (SE07) dataset 
(Pradhan et al., 2007) as the development set. As 
evaluation sets, we use the Senseval-2 (SE2; Palmer 
et al. (2001)), Senseval-3 (SE3; Snyder and Palmer 
(2004)), SemEval-2013 (SE13; Navigli et al. 
(2013)), SemEval- 2015 (SE15; Moro and Navigli 
(2015)), and ALL datasets. The ALL dataset is a 
dataset that concatenates all development and 
evaluation sets. In addition, all sense glosses and 
examples of word senses used in this system are 
taken from WordNet 3.0.

The Senseval/SemEval dataset is a dataset 
focused on the WSD task. The characteristics of 
each dataset are shown in Table 1.

Dataset Part-of-speech of the Target Word Number of Senses Number of Annotated Example
SE07 Nouns, Verbs 375 455
SE2 Nouns, Verbs, Adj., Adv. 1335 2282
SE3 Nouns, Verbs, Adj., Adv. 1167 1850
SE13 Nouns 827 1644
SE15 Nouns, Verbs, Adj., Adv. 659 1022

Table 1. Characteristics of the Senseval/SemEval Dataset

Figure 4. Structure of the Model with Vector of 
Sense Glosses Updated with Examples of Word 
Senses



  
Model Explanation 
BEM1 Use [CLS] vector of examples of word 

senses (Section 4.1) 
BEM2 Use target word vector of examples of 

word senses (Section 4.2) 
BEM3 Vector of sense gloss updated with 

examples of word senses (Section 4.3) 
Table 2. The Model Proposed in this Study 

  

5.2 Experimental Setup 

The models presented in Sections 4.1, 4.2, and 4.3 
are shown in Table 2. We compare the F1 score of 
these models with the F1 score of the BEM to 
analyze the effectiveness of the examples of word 
senses. BEM1 and BEM3 are trained in the Google 
Colaboratory Pro+ and BEM2 are trained in the 
Google Colaboratory Pro environment. 

Each model proposed in this study is trained in 
the Google Colaboratory environment, which has a 
limited runtime, and therefore epochs that can be 
done in a single run is limited. Also, each model 
saves only the model with the highest F1 score and 
resumes training. Therefore, if current run does not 
obtain a higher F1 score than the previous run, the 
model training is terminated at that point. As a result, 
epochs vary from model to model. BEM1 is trained 
14 epochs, BEM2 is trained 6 epochs, and BEM3 is 
trained 17 epochs. We use context batch size 4; 
BEM1 and BEM2 use gloss batch size 128 and 
BEM3 uses gloss batch size 256. 

5.3 Evaluation Method 

We use the development and evaluation sets 
presented in Section 5.1 to evaluate the performance 
of our models by determining the F1 score of each 
model. We used the model with the highest F1 score 
in the development set to obtain the F1 score in the 
evaluation set. 
 
 
 

  
 Zero-shot Words 
BEM 91.2 
BEM1 92.2 
BEM2 92.9 
BEM3 90.6 

Table 4. F1 Score of Zero-shot Words 

5.4 Results 

The F1 score for BEM, BEM1, BEM2, and BEM3 
on the development set and the five evaluation sets 
are shown in Table 3. BEM1, BEM2, and BEM3 
with the use of examples of word senses resulted in 
lower F1 score than BEM in all development and 
evaluation sets except the Senseval-3 evaluation set. 
For the Senseval-3 evaluation set, the highest score 
is 78.1% for BEM2, which is a 0.7% improvement 
over BEM.  

The F1 score for zero-shot words in the ALL 
evaluation set are shown in Table 4. zero-shot words 
are words that did not appear in the training data. 
BEM3 results in an F1 score below that of BEM, 
while BEM1 and BEM2 outperform the F1 score of 
BEM by up to 1.7%. 

6 Discussion 

The model using the examples of word senses 
results in lower F1 score than the original BEM, 
except for the senseval-3 evaluation set. This 
indicates that the examples of word senses are noise 
and have a negative impact on the system. However, 
since the senseval-3 evaluation set improves the F1 
score, we expect that the use of examples of word 
senses may be effective if we devise a way to use 
them. 

Among the models using examples of word 
senses, BEM2 shows the best results. therefore, we 
can say that the most effective way to incorporate 
examples of word senses into a model is to represent 
the examples of word senses as the target word 
vector. The reason for the best results with the target 
word vector is thought to be that unlike the sense 
glosses, the examples of word senses the usage of  

 SE07 SE2 SE3 SE13 SE15 ALL 
BEM 74.5 79.4 77.4 79.7 81.7 79.0 
BEM1 73.8 78.6 76.7 77.4 80.6 77.8 
BEM2 73.6 79.3 78.1 78.2 80.3 78.5 
BEM3 73.0 77.6 76.2 76.5 80.1 77.0 

Table 3. F1 Score for Each Model 
 



 BEM-correct BEM-wrong 
BEM1-correct - 249 
BEM1-wrong 333 - 
BEM2-correct - 215 
BEM2-wrong 249 - 
BEM3-correct - 251 
BEM3-wrong 391 - 

Table 5. Comparison of the number of correct and 
incorrect senses between BEM and BEM1~3. For 
example, 249 is the number of senses that are wrong 
in BEM but correctly estimated in BEM1. 
 
the sense, not the meaning of the sense. This may 
have resulted in the [CLS] vector having a low F1 
score because the [CLS] vector could not effectively 
express the features of the sense meaning due to the 
presence of many words in the examples of word 
senses that have a low similarity to the sense 
meaning. BEM2 also has a higher F1 score than the 
original BEM on the senseval-3 evaluation set. 
Therefore, we expect that the F1 score will be 
improved by devising the use of examples of word 
senses. For example, if the target word is "review," 
we are considering using "reviewed," the past tense 
of review, or "reviews," the plural of review, as the 
target word. 

We find that BEM1 and BEM2 have a higher F1 
score for zero-shot words than the original BEM. 
Therefore, we think that using the examples of word 
senses as sense embedding representations can 
effectively represent the features of words that do 
not appear in the training data. 

To analyze the experimental results of this study 
in detail, we examined the number of senses that 
were wrong in the BEM but correct in the model 
using examples of word senses, and the number of 
senses that were correct in the BEM but wrong in 
the model using examples of word senses, based on 
the estimation results of the ALL evaluation set. The 
results of the survey are shown in Table 5. The 
survey results show that the proposed system can 
correctly estimate senses that are incorrectly 
estimated by BEM. However, more than that 
number, the proposed system incorrectly estimates 
senses that are correctly estimated by BEM. In 
particular, BEM1 and BEM3 incorrectly estimate 
84 and 140 more than the original BEM, 
respectively. In contrast, BEM2 is estimated with 34 
more errors than the original BEM. This indicates 
that although BEM2 has fewer correctly estimated 
senses than BEM1 and BEM3, it has less negative  

 Nouns Verbs Adj. Adv. 
BEM1 4.49% 5.39% 4.40% 2.60% 
BEM2 3.26% 4.30% 3.14% 2.31% 
BEM3 5.02% 7.20% 4.50% 3.76% 

Table 6. Percentage of Parts of Speech of Newly 
Mistaken Word Senses When Examples of Word 
Senses are Used 
  
 Nouns Verbs Adj. Adv. 
SE07 2.52% 6.42% - - 
SE2 1.97% 5.80% 2.47% 2.36% 
SE3 2.78% 1.70% 3.71% 0% 
SE13 4.38% - - - 
SE15 3.39% 4.78% 3.75% 2.50% 
ALL 3.26% 4.30% 3.14% 2.31% 

Table 7. Percentage of Parts of Speech of Newly 
Mistaken Word Senses in Each Evaluation Set 
(BEM2) 
 
impact on the system than BEM1 and BEM3. These 
results indicate that although the examples of word 
senses have a negative impact on the system, there 
are many cases where a sense that is wrong in the 
original BEM is correctly estimated by the BEM 
using the examples of word senses. Therefore, we 
anticipate that the system's accuracy could be 
improved by devising ways to use examples of word 
senses. 

To analyze in detail the findings presented in 
Table 5, we investigated the percentage of newly 
mistaken word senses parts of speech in the ALL 
evaluation set when using examples of word senses. 
The results of the survey are shown in Table 6. The 
survey results show that the use of example word 
senses increases the number of mistakes most 
frequently in the identification of verb senses. 
Therefore, we consider that to improve the accuracy 
of the WSD, it is necessary to reconsider the method 
of extracting examples of word senses related to 
verbs. 

To analyze the cause of the decrease in accuracy 
in the evaluation sets other than senseval3, we 
examined the proportion of parts of speech of newly 
mistaken word senses in BEM2 in each evaluation 
set. The results of the survey are shown in Table 7. 
The survey results show that the senseval3 
evaluation set with improved accuracy has fewer 
errors in verb senses, while the other evaluation sets 
have more errors in verb senses. This suggests that 
the accuracy of identifying verb senses contributes 



to the difference in accuracy of each evaluation set. 
One possible reason for the high number of errors in 
verb senses could be that only examples of word 
senses containing words of the same type as the 
target word were used. Therefore, we consider that 
accuracy could be improved by increasing the 
number of examples of word senses used by 
extracting examples of word senses that include 
words converted to the past tense, plural, etc. 

7 Conclusion and Future Work 

In this study, we analyzed the effectiveness of 
examples of word senses in WSD by using 
examples of word senses retrieved from WordNet 
3.0 as sense embedding representations and 
incorporating them into BEM. The results showed 
that the use of examples of word senses decreased 
the overall performance, but the model using the 
target word vector of the examples of word senses 
slightly improved the F1 score on the Senseval-3 
evaluation set. Additionally, the F1 score of zero-
shot words was improved. Thus, we expect that 
although examples of word senses have a negative 
impact on BEM, they can be effective if examples 
of word senses are used in a different way. 

For future work, we are considering reexamining 
the extraction method when using the target word 
vector of examples of word senses, such as targeting 
not only those that are isomorphic to the target word, 
but also those that have been transformed into plural 
or past tense forms. We are also considering other 
ways to use examples of word senses to mitigate 
data bias, such as using examples of word senses 
only in the case of LFS without using examples of 
word senses in the case of MFS. 
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