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Abstract

Spoken language understanding (SLU) sys-
tems using deep learning techniques require ef-
fective intent detection and slot filling models.
Previous studies in this field taking advantage
of sequence to sequence models have achieved
good results. However, they focus on the local-
ity of words and thus are sensitive to surround-
ing terms. In this paper, we introduce a new ap-
proach for this problem inspired by the depen-
dency parsing techniques via a biaffine model
to give the system a global view of the input.
The experiments on PhoATIS dataset for Viet-
namese have shown that our joint model for in-
tent detection and slot filling obtains potential
results.

1 Introduction

Spoken language understanding (SLU) has been ap-
plied to many chatbot applications in recent years.
Intent detection and slot filling are two main tasks
in this field for building task-oriented dialog sys-
tems. The purpose of intent detection task is to
classify users’ intent and that of slot filling task is
to extract semantic constituents from the natural
language utterances (Tur and De Mori, 2011). The
most common approach for intent detection task
is using a classifier based on [CLS] context repre-
sentation. In parallel, the slot filling task is usu-
ally considered as a sequence to sequence problem,
with the help of conditional random fields (CRFs)
and recurrent neural network (RNN). Normally,
these two tasks are considered as two distinct tasks,
thus implemented separately, although the slots in-
tuitively depend on the intent (Goo et al., 2018).
Hence, some studies have proposed joint models
based on the correlation between two tasks, enhanc-
ing the performance of each other (Goo et al., 2018;
Dao et al., 2021; Wu et al., 2020; Wang et al., 2018;
Chen et al., 2019).

Briefly summarized, most of the previous studies
take advantage of autoregressive model or sequence
to sequence architecture to solve the problems (Wu
etal., 2020). For example, conditional random field
(CRF) is a common approach for slot filling tasks
since it considers the correlations between tags.
However, we argue that this approach heavily relies
on the locality of words and we need to provide the
model with a global view of the input.

In this study, we propose a joint model for intent
detection and slot filling tasks inspired by the de-
pendency parsing technique. For slot filling task,
we reformulate it as the task of identifying the span
of a slot and assigning its category, following the
study of Yu et al. (2020). In parallel, we consider
the intent detection task as the task of classifying
the intent labels of the span from the beginning
to the end of an utterance. Furthermore, we in-
corporate the intent context information with an
intent-slot attention layer into slot filling, following
Dao et al. (2021). Our system uses two biaffine
modules (Dozat and Manning, 2016) for the two
tasks to estimate the scores to all spans in an utter-
ance. After that, the logits are decoded to return
the final results to satisfy the constraints.

We evaluate our system on the PhoATIS dataset
(Dao et al., 2021), the first public dataset for Viet-
namese intent detection and slot filling. In spite of
being the 17th most spoken language in the world
(Eberhard et al., 2019), the research attention in
this field for Vietnamese has not gained any con-
sideration until the appearance of PhoATIS. The
experiments show that our system achieved com-
petitive results and set a new benchmark for this
corpus and this language.

In summary, we: (1) introduce a new approach
for intent detection and slot filling system inspired
by the graph-based dependency parsing technique;
(2) propose a joint model that obtains better perfor-
mance on the Vietnamese dataset.



2 Related work

The introduction of ATIS dataset (Hemphill et al.,
1990) has motivated research studies in natural lan-
gugae understanding (NLU) and there are efforts
to conquer this field. (Chen et al., 2019) has ex-
plored the influence of BERT (Devlin et al., 2018)
on SLU systems by proposing a joint intent classifi-
cation and slot filling model based on BERT. With
the help of such powerful architecture, they obtain
significant improvement in intent classification ac-
curacy, slot F1 score, and sentence-level semantic
frame accuracy.

For Vietnamese, PhoATIS (Dao et al., 2021) has
been introduced as the first public intent detection
and slot filling dataset, setting a starting point for
future Vietnamese SLU research. In addition, they
also propose a joint model based on the work of
Devlin et al. (2018), extending the model by inte-
grating an intent-context attention layer. It helps
the model to recognize slots in an utterance more
effectively with intent context information. With
this architecture, they achieve potential results on
the Vietnamese dataset, significantly outperform-
ing the original work.

The study of Yu et al. (2020) gives a novel view
to named entity recognition (NER) task, as well as
sequence labeling problems in general, by applying
the ideas from graph-based dependency parsing. It
uses a biaffine model (Dozat and Manning, 2016)
to score all possible spans in a sentence, enabling
the model to predict named entities more accurately.
From scores of all pairs of start and end tokens, it
ranks the candidate spans based on their scores and
selects top-ranked spans satisfying the constraints
for flat or nested entities. The experimental results
show that the model can handle nested entities well
and gain competitive performance on both nested
and flat NER.

3 Method

In this section, we first briefly introduce our novel
approach for both intent detection and slot filling
tasks. Thus, we describe the proposed joint model
based on the dependency parsing technique.

3.1 Intent detection

In general, the common strategy for the intent de-
tection task is to predict the intent based on the
hidden state of the first special token ([CLS]). In
this paper, we reformulate it as the task of classify-
ing the whole sentence, represented by a span from
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Figure 1: Comparison between the common method
and our proposed approach

the beginning to the end of the sentence. Figure 1
compares our proposed approach and the common
approach.

3.2 Slot filling

Previous studies consider slot filling task as a se-
quence labeling problem, with a CRF layer for
prediction. In our approach, to provide a more
general view, we adopt ideas from the graph-based
dependency parsing model inspired by the study
of Yu et al. (2020). In detail, we reformulate slot
filling as the task of identifying the start and end
indices of a slot, as well as classifying its category.
Table 2 illustrates the difference between our ap-
proach and the previous approach. By using the
biaffine model of Dozat and Manning (2016), our
model scores all possible spans that could form a
slot in an utterance. Thus, our system ranks these
spans based on the logits predicted by the biaffine
model and accordingly selects top-ranked spans
complying with constraints that no two slots are
overlapped. Formally, given an n X n X c tensor
T from our model, where n is the length of the
utterance and c is the number of slot types +1 (for
non-slot), each span ¢ with the start and end indices
s; < e; is assigned the category c with the highest
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Figure 2: Comparison between previous and our ap-
proaches

score:

Y/ (si,e;) = argmax T(s;, e, c) €))

c

Finally, all spans whose category is different
from non-slot are ranked based on their scores in
descending order. A slot ¢ will be selected if there
is no higher-ranked slot j such that s; < s; < ¢;
ors; < s; <ej.

3.3 Model architecture

The architecture of our joint model is illustrated in
Figure 3, consisting of 7 layers: an encoding layer,
two feed-forward neural network (FFNN) layers,
two intent-slot attention layers, and two biaffine
layers.

Encoding layer

In the encoding layer, we employ a pre-trained
Transformer-based language model (LM) to gen-
erate context-dependent sentence representations
of an utterance. Here, we utilize XLM-R (Con-
neau et al., 2019) as the encoder for the syllable-
level dataset and PhoBERT (Nguyen and Nguyen,
2020) for its automatically word-segmented vari-
ant. Given an n-length input token sequence w =
(w1, w3, ..., wy,), the output produced by the encod-
ing layer is feature embeddings ¢; representing the
ith token.
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Figure 3: Ilustration of our proposed model

FFNN layers

Following the encoding layer, two separate FFNNs
are used to extract different representations for the
start and end of the spans. This allows the model
to distinguish different contexts of start and end of
spans and reduce the dimensions of the encoder’s
output. In particular, each layer feeds ¢; into a
single-layer feed-forward network to obtain the
start or end representation of token ¢:

Vstart - FFNNstart (cz) (2)

)

v¢" = FFNN_q(¢;) 3)

Intent-slot attention layers

Following the architecture presented in (Dao et al.,
2021), we use an attention mechanism to take ad-
vantage of intent information for better slot filling
performance. In particular, each intent-slot atten-
tion layer takes the input from the start/end (s/e)
FFNN layer and the probability vector p from the
output of the intent detection module to produce s/e
intent-specific vectors. In details, the layer creates
an intent label embedding r via a label weight ma-
trix R and uses it to give the intent-specific vector
hii

rs/e — Rs/ep 4)
e eV )

Sy exp((r/) V)

)



b/ = o}/ fr/° (6)
After that, a sequence of vectors Sy, is created,
where s; is the concatenation of intent-specific vec-

tor and the corresponding start/end representation
from the FFNN layer:

s/¢ = h/o v/ 7)
Biaffine layers

Our model consists of two biaffine layers of Dozat
and Manning (2016), one for intent detection and
the other for slot filling task. To be more specific,
the layer for intent detection takes two sequences

of vectors v5!%t and v§"? as the inputs while the
other one feeds s3!%"* and s{7¢. Each layer returns

an n X n X c tensor, where c is the number of intent
labels for intent detection task and the number of
slot types +1 for slot filling task as explained in
3.2.

3.4 Joint training

The learning objective of our model is to clas-
sify the correct intent and correct slot type for
each valid span. Therefore, we consider them as
two multi-class classification problems and opti-
mize our models for both tasks with softmax cross-
entropy. Given the tensor T77p produced by the
biaffine layer for intent detection, the probability
vector p is calculated via a softmax function:
Di = exp(Trp(1,n,i)) ®
i — k i
> i—1exp(Trp(1,n, j))
where k is the number of intent classes. Based
on the vector p, a loss Lp for intent classification
is then computed:

Kk
Lip=—)_ yilog(p:) ©)

i=1
For slot filling, a cross-entropy objective loss
Lgr is calculated from the output Tsp of biaffine
layer:
exp(Tsr(s,e,1))
¢ exp(Tsn(s, e, ]))

£SF = = Z Z Z y(37 €, Z) log(p'(s, €, Z))

s=1 e=s i=1
(11)
The final loss £ is the weighted sum of the intent
detection loss L;p and slot filling loss Lgp.

L=06Lip+ (1 — (5>£SF

p(s,ei) = > (10)

(12)

where 0 < § < 1 is the mixture weight.

Model Intent Slot Sent.
Syllable-level
JointBERT+CRF | 97.42 94.62 85.39
JointIDSF 97.56 94.95 86.17
Our model 97.61 95.05 85.89
Word-level
JointBERT+CRF | 97.40 94.75 85.55
JointIDSF 97.62 9498 86.25
Our model 97.80 95.43 87.05

Table 1: Results on the test set. Numbers written in
bold indicate that the improvement of our model is sta-
tistically significant with p-value < 0.05 under t-test.

4 Experiments and Results

4.1 Experimental setup

We evaluate our models on the PhoATIS dataset
(Dao et al., 2021) and conduct the experiments on
both word and syllable levels. The dataset consists
of 4478, 500 and 893 utterances for train, validation
and test set, respectively with 28 intent labels and
82 slot types. For hyper-parameters, we follow the
same configuration in the original work of Dao et al.
(2021). To optimize the model, we use AdamW
optimizer (Loshchilov and Hutter, 2017) and test
on different § in {0.05,0.1,0.15, ..., 0.95} to select
the optimal value. The batch size is set to 32 and
the number of Transformer layers, attention heads
and hidden sizes are 12, 12 and 768 respectively.

The metrics used for evaluation are the intent
accuracy for intent detection, the F'-score for slot
filling and the overall sentence accuracy (Louvan
and Magnini, 2020; Weld et al., 2021). During
training, we compute the average score of intent
accuracy and F} score at each epoch to select the
checkpoint achieving the best performance on the
validation set. We train the model for 100 epochs
with the early stopping strategy. All results are
reported on average over 3 runs with 3 different
random seeds.

4.2 Results

Table 1 gives information about the results on the
test set of our models, in comparison to the baseline
JointBERT+CRF and JointIDSF reported in (Dao
et al., 2021). Since we evaluate our models using
the syllable-level dataset and its word-segmented
variant, the results are presented in two comparable
settings.

In syllable level, our model achieves 97.61%,
95.05% and 85.89% for intent accuracy, slot F



score and sentence accuracy, respectively. Espe-
cially, the slot F score improvement over Join-
tIDSF is statistically significant with p-value <
0.05. On the other hand, our model obtains better
results in word level, with 97.80%, 95.43% and
87.05% for intent accuracy, slot £’ and sentence
accuracy respectively. In comparison to JointIDSF
baseline, the slot I} score and sentence accuracy
are statistically significant with p-value < 0.05.

From the results, we find that our models achieve
better performance, except for the sentence accu-
racy on the syllable-level dataset. This can be ex-
plained by the fact that representing Vietnamese
tokens at the syllable level cannot capture the
whole meaning compared to word-segmented to-
kens. Thus, employing such information-lost token
representations to compute the scores for all possi-
ble spans has a negative impact on model perfor-
mances, leading to low sentence accuracy although
the intent accuracy and slot F are higher than the
JointIDSF baseline. The significant difference in
the sentence accuracy between the syllable-level
dataset and its automatically word-segmented vari-
ant, 85.89% and 87.05% respectively, is the strong
evidence for our explanation.

4.3 Ablation study

To evaluate the effectiveness of individual compo-
nents in our system, we do an ablation study using
the word-level setup because of its better perfor-
mance. In particular, we remove selected compo-
nents in our model and train them for evaluation.
To verify the contribution of two intent-slot at-
tention layers in our proposed architecture, we se-
quentially remove one and then both of them. With
only one attention layer, our system creates the s/e
intent-specific vectors by sharing common parame-
ters (using r = Rp in equation 4 and replacing r®/¢
in equations 5 and 6 by r). Meanwhile, when two
attention layers are removed, our model becomes a
joint model consisting of two biaffine modules with
the same s/e representations (using sf/ €= Vf/ in
equation 7). Finally, to confirm the influence of our
new approach for intent detection task, we replace
the biaffine layer responsible for classifying intents
by a linear prediction layer using the [CLS] token.
Table 2 clearly shows that removing any compo-
nents from our full model has a negative impact on
its performance in all three metrics. When we com-
pletely remove the intent-slot attention layers, the
performance witnesses a significant drop by 2.36%

Intent Slot Sent.

Our model 97.80 9543 87.05
- Oneattention | 97.76 9523 86.49

- No attention 97.46 94.84 84.69

- [CLS] token 97.65 95.10 86.00

Table 2: Ablation study results on the test set.

in sentence accuracy (from 87.05% to 84.69%).
Adding an attention layer helps our model improve
1.8% score from 84.69% to 86.49%, 0.56% lower
than the full model, clearly proving the contribu-
tion of this component in our architecture. Besides,
when we replace the biaffine layer for intent de-
tection with a single-layer feed-forward network
based on the contextualized embedding of the clas-
sification token [CLS], the performance of our full
model is reduced by 1.05% to 86.00%.

5 Conclusion

In this paper, we have presented our work for Viet-
namese intent detection and slot filling tasks. By
proposing an effective architecture for jointly train-
ing intent detection and slot filling, we achieve bet-
ter performance than the previous work JointIDSF.
In particular, we adopt the ideas and techniques
from dependency parsing to apply to our models,
along with taking advantage of the intent-slot atten-
tion layer to integrate intent context information for
better slot filling. In addition, we find that our pro-
posed architecture works better at the word level
compared to the syllable level. Furthermore, we
empirically conduct experiments on the dataset to
verify the contribution of each component in the
architecture.
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