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Abstract

We present the PagkataoKo Dataset, a new
dataset for Filipino Automatic Personal-
ity Recognition (APR) containing demo-
graphic, personality trait, and social media
data sourced from 3,128 Filipino Instagram
and/or Twitter users. As APR is focused
on processing an individual’s observable ac-
tions, we improve upon the previous Fil-
ipino APR dataset by collecting multimodal
data, as well as similar data expressed in dif-
ferent environments. In our paper, we de-
scribe our collection methodology and de-
tail the general characteristics of the dataset.
We also report the language characteristics
of the posts and highlight the presence of
multiple languages (e.g. English, Tagalog)
and code-switching – two aspects that make
Filipino APR difficult. Lastly, we discuss
how our dataset provides future work with
multiple options to explore in order to nav-
igate around the complexities found in Fil-
ipinos’ language usage.

1 Introduction

Automatic Personality Recognition (APR) is a
computing task that focuses on personality traits
(i.e. individual differences) and their externaliza-
tions (Vinciarelli and Mohammadi, 2014). The
task is rooted in the idea that traits influence
a person’s interactions in different environments
(Larsen and Buss, 2008); hence, a person’s ob-
servable actions contain traces of their traits, such
as how it is believed that important personality
characteristics and individual differences are en-
coded into one’s language (i.e. the lexical hypoth-
esis) (Goldberg, 1981; Tausczik and Pennebaker,
2010). As a computing task, APR, therefore, in-
volves the collection and processing of these ob-

servable actions and analysis (e.g. descriptive,
causal, predictive) of any traces of personality left
behind.

APR has received much attention over the past
two decades – leading to the exploration of many
different types of mediums (e.g. text, image,
audio) in which personality may have been ex-
pressed upon. Early work in APR mostly fo-
cused on studying language usage – with data
coming from conversation recordings (Mehl et al.,
2006; Mairesse et al., 2007), emails (Gill and
Oberlander, 2002), and essays (Pennebaker and
King, 1999; Argamon et al., 2005; Mairesse et
al., 2007). These early studies did not produce
high-performing predictive models nor did they
have a high volume of data to validate results
with but were at least able to show that indica-
tors of personality can be found in one’s language.
APR studies then branched out and explored other
sources of observable actions with a vast number
of studies gravitating towards social media plat-
forms, such as (but not limited to) Facebook (Gol-
beck et al., 2011b; Gosling et al., 2011; Wald et
al., 2012; Markovikj et al., 2013; Schwartz et al.,
2013; Kosinski et al., 2014; Park et al., 2015; Se-
galin et al., 2017), Twitter (Golbeck et al., 2011a;
Quercia et al., 2011; Rangel Pardo et al., 2015;
Liu et al., 2016; Skowron et al., 2016; Ong et al.,
2017; Samani et al., 2018), Instagram (Ferwerda
et al., 2015; Skowron et al., 2016; Lay and Ferw-
erda, 2018), Sina Weibo (Gao et al., 2013; Gun-
tuku et al., 2015), Flickr (Samani et al., 2018),
and general blogs (Nowson and Oberlander, 2006;
Nowson and Oberlander, 2007; Gill et al., 2009;
Yarkoni, 2010). Social media platforms have since
become a perfect source of data for APR given the
many different ways a person might interact within
the online environment.



While more recent APR studies have gravitated
towards exploring neural network based methods
(Mehta et al., 2019), an area of opportunity within
APR that lacks attention is in studying social me-
dia data from Filipinos. Kemp (2021) noted that
individuals from the Philippines spent the most
time on social media – clocking in a little over four
hours a day on social media versus the global av-
erage of roughly 2.5 hours. This high usage is an
indicator that there is a high volume of observable
actions that can be collected from online Filipino
users. However, despite this upside, social me-
dia data from Filipinos can generally be consid-
ered hard to deal with when coming from a natu-
ral language processing perspective. Filipinos are
known to speak multiple languages (e.g. English,
Filipino, Cebuano, and a number of other Philip-
pine languages) and code-switch between these
languages (Caparas and Gustilo, 2017; Abastillas,
2018; Tighe and Cheng, 2018). A corpus con-
taining these language characteristics – coupled
with informal language usage usually found in so-
cial media and the low number of language re-
sources available for Philippine language process-
ing – presents quite a challenge when looking to
extract useful linguistic information related to per-
sonality.

Currently, only the dataset of Tighe and Cheng
(2018) is suitable for Filipino APR. Tighe and
Cheng (2018) produced a dataset containing text
data from 610, 448 tweets of 250 Filipino Twit-
ter users and were able to show that there were
indeed some traces of Conscientiousness and Ex-
traversion from term frequency inverse document
frequency (TFIDF) values. However, a follow-up
study by Tighe et al. (2020) showed that tuned
multilayer perceptron (MLP) models trained on
word embedding data (pre-trained and trained-
over) did not learn at all and performed poorly
when compared against MLPs using TFIDF. One
reason for the poor performance can be attributed
to the limited size of the data given their train-
test split led to an even smaller amount of data
for learning. It should be taken into considera-
tion that the methods of Tighe et al. (2020) per-
formed a limited analysis of the usage of word
embeddings – implying that more detailed stud-
ies need to be crafted to gauge the usefulness
of embedding-based approaches on Filipino text
data. Nevertheless, the dataset’s small size poses a
limitation when applying certain computing meth-

ods (e.g. neural network approaches). In addition
to the small data size, the dataset only contains
text data from one platform. Related literature has
shown that image data can also contain person-
ality traces and aid in modeling personality (Liu
et al., 2016; Segalin et al., 2017; Lay and Ferw-
erda, 2018). Also, a fusion of data – whether from
different types of data (e.g. image + text + ac-
count) and/or different sources of data (e.g. Twit-
ter + Instagram) – has produced better personal-
ity models against models using a single modality
or sources (Skowron et al., 2016; Samani et al.,
2018). The potential benefits of exploring differ-
ent data modalities and sources is an aspect that
the current Filipino APR dataset cannot provide to
any future studies.

To address the need for a larger and more flex-
ible data resource for Filipino APR, we created
the PagkataoKo Dataset. The dataset contains per-
sonality, demographic, text, image, and account
data from 3, 128 Filipino Instagram and/or Twit-
ter users. Participants were administered the Big
Five Inventory (BFI-44) to assess their trait scores
and were given the choice to share access to one
or both of their social media accounts’ data. The
novelty of our dataset lies in that the data is multi-
modal – capturing more observable actions than
the previous dataset – and is sourced from two
different platforms – capturing actions expressed
in two different environments. In our paper, we
discuss the methodology for collecting the data
and detail general data characteristics, as well as
temporal and language characteristics of the col-
lected posts. We also discuss design considera-
tions based on the characteristics of the data.

2 Collection Methodology

We extend the methodology of Tighe and Cheng
(2018) by also collecting image and account-
related data, aside from text data. We also gave
participants an option to share access to multiple
social media accounts, instead of just one. We
selected Twitter and Instagram as the sources of
observable actions because of how each platform
encourages different behavior – with Twitter be-
ing micro-blogging oriented and Instagram being
media-sharing oriented.

2.1 Personality Trait Representation

To assess trait scores, we used the Big Five Inven-
tory (BFI-44), a 44-item self-reported question-



naire that measures the five dimensions of the Big
Five (John et al., 1991; John et al., 2008). These
five dimensions – sometimes collectively referred
to as OCEAN – include Openness, Conscientious-
ness, Extraversion, Agreeableness, and Neuroti-
cism. Each dimension or broad trait is associated
to about 8 to 10 Likert scale questions ranging
from 1 (strongly disagree) to 5 (strongly agree).
Computation of a trait’s score involves reversing
specific item scores and then computing the aver-
age score of a trait’s associated items – resulting
in a value that ranges from 1.0 to 5.0. We se-
lected the BFI for our study mainly because nu-
merous other APR studies utilized a questionnaire
that measured the Big Five. By standardizing the
representation of personality to the Big Five, any
results from our data would be easier to compare
with other studies.

2.2 Collection Tool

We created a web application that facilitated the
collection of demographic data, social media data,
and personality trait scores of our participants.
The application first presented individuals with the
initial collection formalities (e.g. consent form, di-
rections). After agreeing, participants would be
asked to grant our application permission to read
their social media data from either or both Twit-
ter and/or Instagram. The application would then
collect social media data by interfacing with each
platform’s respective APIs. Participants were then
presented a demographic questionnaire followed
by a personality test. The demographic questions
were presented to acquire the information we need
to describe and eventually filter the participants.
Only individuals 18 years old or above were per-
mitted to proceed with the collection. As for the
personality test, we implemented an online version
of the BFI-44. The application collected answers
to each of the 44 items, as well as the computed
Big Five scores. Participants were then shown
their personality scores compared against the trait
scores presented in Tighe and Cheng (2018).

For Twitter, our application would utilize the
Twitter API v1 to collect an individual’s most
recent 3, 200 tweets – a limitation of the API.
The application then discarded all retweets as we
were only concerned with tweets that were writ-
ten by the user; however, quoted tweets were re-
tained since these were written by the user. Aside
from tweet-level data, the application also col-

lected links to each participant’s profile picture, as
well as other account-related data (e.g. # of fol-
lowers / following). As for Instagram, our appli-
cation would utilize the Instagram Legacy API to
collect as many of a user’s posts as the API would
return. For each post, our application collected
both the caption and a link to the post’s image.
In the case that a post had multiple photos, only
the main photo was collected. As for posts that
contained videos, our application discarded them
as video data was not initially factored into the re-
search design. In addition to the post data, our
application collected a link to the profile picture
and other account-related data to their Instagram
account.

Links to images were collected instead of down-
loading the image itself to lessen the strain on
the web application especially as Instagram al-
lowed for the collection of all a user’s posts. Our
initial plan was to wait until the collection was
over before downloading all images; however, this
was a costly decision as we did not realize that
the URLs from both platforms changed over time.
The changing of an image’s URL could be due to
a user uploading a new profile picture after their
participation or the platform periodically refresh-
ing links. Because of this, we lost access to image
data from around 350 Instagram and 804 Twitter
users. Once we discovered this issue, we opted
to continue retrieving image links but we would
download images at the end of each day until the
end of the collection.

2.3 Time Frame and Sampling Methods

Our collection started on the 1st week of Jun. 2019
and ended on the 2nd week of Feb. 2020. We uti-
lized a mixed sampling approach centered on vol-
unteer sampling. We approached individuals with
idea that participating and disseminating word of
the research would generally be beneficial to the
research project. While not always highlighted in
the invites/advertisements, we would compute and
present the results of the personality test to each
participant who finished the entire collection – a
factor that proved useful in encouraging individu-
als to share the collection with their own networks
as we did not offer incentives.

From the start of the collection until the 1st

week of Oct. 2019, we performed convenience
sampling by posting information about the recruit-
ment within our immediate networks. Postings



were made on different online platforms and by
reaching out to individuals in person. We also
achieved a minor snowball effect as our networks
helped propagate the recruitment to their own re-
spective networks. These initial efforts resulted in
the collection of data from 362 participants. After
which, we started online advertisement campaigns
to reach out to Filipinos outside of our immediate
network. We create ad campaigns that targeted in-
dividuals from the Philippines and had these ads
run on Facebook, Instagram, and Twitter. We ran
ad campaigns intermittently across the 2nd to 4th

week of October 2019. This resulted in an addi-
tional 1, 393 individuals. The initial success of re-
cruiting participants through ads led us to run ad-
ditional ads throughout the 1st week of Dec. 2019
and the 2nd week of Feb. 2020. By the end of our
collection, we were able to recruit and collect data
from 3, 186 participants.

2.4 Participant Filtering
Participants were included in the final dataset if
they signified that their nationality was Filipino.
We also included individuals who were mixed Fil-
ipinos or individuals who stated they were Filipino
and had one or more additional nationalities. Af-
ter filtering, we were left with a total of 3, 128 in-
dividuals. We discarded data from those who did
not qualify based on this filter.

2.5 Ethical Clearance
Our methods were reviewed and given clearance
by the Research Ethics Office of De La Salle Uni-
versity, Philippines. Individuals voluntarily gave
electronic consent to participate in our study and
their social media data was collected in accor-
dance with the developer policies of Twitter and
Instagram.

3 The PagkataoKo Dataset

The PagkataoKo1 Dataset is composed of demo-
graphics, personality trait scores, user-generated
data (e.g. post, tweet, profile pictures), and other
account-related metadata from 3, 128 Filipino In-
stagram and/or Twitter users.

3.1 Subgroups of Participants
We organize participants into four subsets based
on the social media account(s) they provided as

1Pagkatao is Filipino for personality, while ko refers to
one’s self or the word my. Hence, PagkataoKo is a play on
the popular dataset, myPersonality.

follows:

• I – All participants with Instagram accounts,

• T – All participants with Twitter accounts,

• I∪T – All participants (i.e. the union between
I and T or the universal set of participants),
and

• I∩T – All participants with both Instagram
and Twitter accounts (i.e. the intersection be-
tween I and T).

3.2 Participant Demographics
We report the participant demographics across all
four subsets in Table 1. We note that among
all participants, 17.1% gave access to both their
Twitter and Instagram accounts – leaving a ma-
jority (82.9%) of the participants unique to one of
the two social media platforms. In terms of age,
80.6%-84.9% of the participants across all sub-
sets were between 18-23. The Twitter subset has
a slightly younger age distribution in comparison
to the Instagram subset. As for sex, 75.0%-78.0%
of the participants across all subsets are female.
While most of the statistics on sex are relatively
stable across subsets, we note a slightly higher
percentage of females on Instagram and that there
were fewer people who decline to disclose their
sex if they granted access to both of their social
media accounts. Lastly, only 0.8%-1.3% of partic-
ipants across all subsets declared their nationality
as Filipino and one or more nationalities.

3.3 Personality Trait Score
We report descriptive statistics of the personality
trait scores of all participants in Table 2 and vi-
sualize the score distributions in Figure 1. All
trait score distributions are unimodal and approxi-
mately symmetric with skewness values > −0.40
and < 0.04. We also report the Cronbach’s al-
pha values for each trait in order to how consis-
tent our participants were answering the Big Five
Inventory (i.e. internal consistency). The alpha
values indicate good reliability for Extraversion
and Neuroticism, acceptable reliability for Con-
scientiousness and Agreeableness, and question-
able reliability for Openness. As for correlation
coefficients, most values showed negligible corre-
lation. When coefficients weren’t negligible, val-
ues showed low correlations, such as with Agree-
ableness and Conscientiousness, Neuroticism and
Conscientiousness, Neuroticism and Extraversion,
and Neuroticism and Agreeableness.



Demographics I∪T I T I∩T

Count 3,128 1,380 2,283 535
Age

Mean 21.2 21.4 21.0 21.2
SD 3.9 3.7 3.9 3.5
Age range

18-20 53.9% 49.3% 55.9% 50.1%
21-23 29.3% 31.3% 29.0% 33.3%
24-26 9.3% 10.7% 8.5% 9.5%
≥27 7.5% 8.8% 6.6% 7.1%

Sex
Male 21.0% 20.0% 22.0% 22.6%
Female 76.1% 78.0% 75.0% 76.3%
Intersex 0.5% 0.3% 0.6% 0.4%
Declined1 2.4% 1.7% 2.5% 0.8%

Nationality
Filipino 99.2% 99.1% 99.1% 98.7%
Mixed2 0.8% 0.9% 0.9% 1.3%

1 Those who declined to disclose their biological sex.
2 Those who were Filipinos and had one or more other

nationalities.

Table 1: The demographic statistics across all four
subsets of participants: the universal set of all par-
ticipants (I∪T), the set of participants with In-
stagram accounts (I), the set of participants with
Twitter accounts (T), and the set of participants
with both Instagram and Twitter accounts (I∩T).

3.4 General Data Characteristics

We summarize general statistics of user-generated
data (e.g. posts, profile pictures) and account-
related metadata (e.g. number of followers / fol-
lowing) across each of subgroup of participants in
Table 3.

For the Instagram subset, the distribution of to-
tal collected posts per user is positively skewed
with 72% of the subset having a total post count
less than the mean (i.e. < 149.55) and 89% of
the subset having fewer than one standard devi-
ation plus the mean (i.e. < 377.03). There are
71 Instagram users with 0 posts and 75 Instagram
users with total posts more than two standard de-
viations plus the mean (i.e. > 597.55). As for the
posts themselves, only 83% of all collected posts
have an image and 91% of the posts have a cap-
tion. Ideally, each post should have an associated
image as one cannot post on Instagram without an
image; however, we incurred a 17% loss in col-

lectable image data due to the image link down-
load issue discussed in Section 2.2. This issue
also explains the missing 350 profile pictures. As
for the missing 9% of posts without captions, we
note that Instagram treats captions as an optional
field when posting; hence, these posts really did
not contain any text data. As for account-related
data, we were only able to collect the total account
recorded posts and the user’s following count. In-
stagram’s Legacy API was in the process of depre-
ciating at the time of collection and did not allow
for other metrics to be collected.

As for the Twitter subset, the distribution of
total collected tweets per user is bimodal with
roughly 49% of the subset falling between the
2200-3100 tweet count range and roughly 22% of
the subset falling between the 0-600 range. There
are 28 users with 0 tweets and 32 users with 3100-
3200 tweets. Unlike posts on Instagram, all tweets
contain text data. However, similar to the case
with the Instagram subset, 804 users are missing
a profile picture due to the image link download
issue. As for account-related data, we were able
to collect and report the total account recorded
posts, following count, followers count, and fa-
vorite count.

Of the total 3, 128 participants, only 17% of
the participants granted access to both their In-
stagram and Twitter accounts. This subset re-
tained 39% and 25% of the Instagram and Twitter
posts, respectively. Despite the significant reduc-
tion in size, the subset’s statistics are comparable
to each platform’s own subsets when factoring in
that there are fewer outliers.

3.5 Temporal Characteristics of Post Data

We report the distribution of collected posts/tweets
created per year for both social media platforms in
Figure 2. As we collected as many posts/tweets
as allowed, the Twitter data contains tweets made
within an eleven-year period (2009 to 2020), while
the Instagram data contains posts made within a
ten-year period (2010 to 2020). The distribution of
Instagram posts is approximately symmetric and
peaks in 2016 (n = 37, 717), while for Twitter, the
distribution of tweets is left-skewed and peaks in
2019 (n = 1, 560, 201). Both distributions show a
sharp drop off in 2020 due to the collection ending
in Feb 2020.



Traits Mean SD Alpha
Pearson Correlation Coefficient

O C E A N

O 3.7893 0.4837 0.6780 1.0000
C 3.0984 0.6130 0.7844 0.1700 1.0000
E 3.0066 0.7550 0.8249 0.1677 0.1379 1.0000
A 3.5383 0.6075 0.7269 0.1309 0.2916 0.1907 1.0000
N 3.4427 0.7462 0.8102 (0.1126) (0.3695) (0.2327) (0.3016) 1.0000

Table 2: The mean, standard deviation, Cronbach’s alpha, and Pearson correlation coefficients of each
personality trait – Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism – with
respect to all 3, 128 participants.
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Figure 1: Personality trait score distribution of all 3, 128 participants for each of the Big Five. The x-axis
measures the raw trait scores, while the y-axis measures the number of individuals per bin. The red line
represents the mean.
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Figure 2: Histograms of dataset’s posts made per year from Instagram (left) and Twitter (right)

3.6 Language Characteristics of Post Data

To highlight the multilingual aspect of our dataset,
we observe language information at two levels:
the entire post (document-level) and the individ-
ual words found in each post (word-level). In
its raw form, the dataset only contains document-
level language information for the Twitter data
as this information was provided when collect-
ing tweets via Twitter’s API. To observe language
information across the entire dataset, we process
the text data to extract language information. We
limit our observation to the following eight Philip-
pine languages: Bikol, Chavacano, Cebuano, En-
glish, Iloko, Kapampangan, Tagalog, and Waray.

While there are more Philippine languages than
listed, these eight languages have some support
from available language resources.

Data Pre-processing. For each individual post,
we remove tokens with questionable or no lan-
guage information, such as emojis, hashtags, user-
names, URLs, and punctuation. We also lower-
case all characters to reduce typical noise found in
social media data. After the initial cleaning, we
discarded all documents that were empty strings
or contained only white space characters. This
left us with 168, 723 posts from Instagram and
3, 979, 010 tweets from Twitter. We would like to
note that pre-processing was done solely to extract



Platform Data Statistics
I T I∩T

n = 1, 380 n = 2, 283 n = 535

Instagram Collected Posts Total 195,757 - 76,697
Average 141.85 - 143.36
SD 224.00 - 232.65
Min / Max 0 / 1,902 - 0 / 1,902
# w/ Caption 178,650 - 72,266
# w/ Image 162,500 - 60,070

Acct. Recorded Posts Average 146.60 - 144.59
SD 267.99 - 232.99
Min / Max 0 / 5,680 - 0 / 1,902

Following Count Average 470.39 - 449.47
SD 442.85 - 373.69
Min / Max 0 / 6,338 - 0 / 4,427

Profile Pictures Total 1,030 - 385

Twitter Collected Tweets Total - 4,018,628 1,033,089
Average - 1,760.24 1,931.01
SD - 1,016.71 987.62
Min / Max - 0 / 3,185 0 / 3,185

Acct. Recorded Tweets Average - 8,003.57 9558.45
SD - 12,260.68 13,338.02
Min / Max - 0 / 162,738 0 / 103,381

Following Count Average - 289.48 321.69
SD - 335.83 318.62
Min / Max - 0 / 7,079 0 / 3,501

Followers Count Average - 333.93 320.58
SD - 1,023.46 393.51
Min / Max - 0 / 29,328 0 / 3,433

Favorites Count Average - 8,517.47 8,886.03
SD - 12,252.05 10,734.24
Min / Max - 0 / 193,119 0 / 91,012

Profile Pictures Total - 1,479 333

Table 3: Data characteristics of user-generated and account-related data across three participant subsets:
all participants with Instagram accounts (I), all participants with Twitter accounts (T), and all participants
with both Instagram and Twitter accounts (I∩T). The size of each subset (n) is also indicated.

language characteristics and that the raw data still
contains this information.

Document-level Language Information. We
extract document-level language tags using two
language identifiers: Polyglot (Al-Rfou et al.,
2013) and FastText (Joulin et al., 2016b; Joulin et
al., 2016a). FastText supports all languages within

our scope but forces a language tag even when it’s
uncertain. On the other hand, Polyglot covers all
languages except Bikol, Chavacano, and Iloko and
includes an Undefined tag when it lacks in con-
fidence. Using the identifiers’ output, we label
a document based on the language tag with the
highest confidence. When a language tag is out-



side of our scope, we assign the Others tag. Spe-
cific to Twitter data, we utilize the language meta-
data tag returned by Twitter’s API, referred to as
Twitter Tag, as a third language tag. The Twit-
ter Tag only covers English and Tagalog and in-
cludes an undefined tag. After language extrac-
tion, we measure agreement among the assessed
document-level tags through a Majority Vote (i.e.
agreement > 50%). If there is agreement among
the tags, we assign the language tag. Otherwise,
we assign a Conflict tag.

We summarize the results of our document-
level language extraction in Table 4. The results
show that English and Tagalog are the top two
languages found on both platforms. English has
a significantly higher usage on Instagram with a
majority vote at almost 75.6% compared against
the 47.9% majority vote on Twitter, while Tagalog
has a significantly higher usage on Twitter (major-
ity vote at 32.7%) versus that on Instagram (ma-
jority vote at 4.3%). As for the other Philippine
languages, we note they occur significantly less
often with Cebuano and Waray coming in third
and fourth most used on both platforms. While
this might indeed be true for the dataset, we take
into consideration that different language identi-
fiers do not align with each other – causing the
majority vote to be low or result in zero. We also
note that the extracted tags did not reach an agree-
ment for 19.4% of the Instagram data and 17.0%
of the Twitter data. Documents that fall under this
category typically contain textspeak or some form
of code switching between English and Tagalog.

We note that the Polyglot and FastText num-
bers are relatively similar despite the differences
in their respective outputs; however, one glaring
issue we would like to highlight is how Twitter
Tag vastly differs from the two language identi-
fiers. Twitter Tag indicates that there are 9.9%
more Tagalog tweets than English, while num-
bers from Polyglot and FastText indicate that there
are around two times more English than Taga-
log tweets. Unfortunately, there are no specifics
on how Twitter’s language identifier works, but
we speculate that Twitter uses different pre-
processing techniques from our methods or uses
information only accessible to Twitter.

To gain a better understanding of the issue, we
performed a brief inspection of the Twitter docu-
ments. When agreement was reached, we note that
75% of the English tweets and 53% of the Taga-

log tweets had perfect agreement across the three
tags. These documents have a dominant language
with respect to both the grammar and vocabulary.
When there is disagreement between Twitter Tag
and the other language identifiers, we note that it
is rare (< 0.05% of the total tweets) for Twitter
Tag to output English when Polyglot and FastText
output Tagalog. On the other hand, almost 9%
of the total tweets are labeled Tagalog by Twit-
ter Tag when the the other two language identi-
fiers agree on English. We observe that it is gen-
erally harder to determine these documents’ lan-
guage due to multiple factors, such as a balanced
mix of words from both languages, multiple sen-
tences following different grammar structures, and
noise usually found in social media text. Based on
our manual observation, we gained greater confi-
dence in Twitter Tag particularly when it comes
to the Tagalog labels. We also view Polyglot and
FastText as sufficient off-the-shelf language iden-
tifiers but that they have a tendency to favor the
English label. Hence, we caution interpreting the
numbers too strictly and advise to keep in mind
that the language characteristics of the data can
be quite complex. Additionally, while these issues
were solely observed on the Twitter data, we assert
that the same issues with Polyglot and FastText
may apply to the Instagram data but to a lesser ex-
tent.

Word-level Language Information. To ob-
serve word-level language information, we ex-
tracted the tokens and word types from our text
data. We then compared how many tokens and
vocabulary were found in a Philippine language
word reference or dictionary. To serve as our ref-
erence, we used the words found in FastText’s
pre-trained word vectors (Grave et al., 2018) as
there are resources for the languages within our
scope except for Chavacano. We note that while
FastText is a convenient resource, the word vec-
tors’ vocabularies are not unique from each other
as they were trained on data from Wikipedia and
CommonCrawl, which most likely included words
from other languages.

We summarize the results of our word-level lan-
guage information in Table 5. For the Twitter data,
we note that the Tagalog word vectors provide
the best coverage – providing vectors to 93.4%
of our tokens, as well as 15.4% of the vocabu-
lary. English comes in at a close second place
covering 88.8% of the tokens and 15.1% of the



Language
Instagram (n = 164, 044) Twitter (n = 3, 870, 153)

PG FT MV PG FT TT MV

Bikol - 0.00% 0.00% - 0.01% - 0.00%
Chavacano - 0.01% 0.00% - 0.01% - 0.00%
Cebuano 0.48% 0.81% 0.12% 3.15% 2.99% - 0.86%
English 82.56% 81.29% 75.58% 54.13% 54.15% 40.41% 47.94%
Iloko - 0.04% 0.00% - 0.22% - 0.00%
Kapampangan 0.00% 0.00% 0.00% 0.00% 0.02% - 0.00%
Tagalog 6.68% 5.88% 4.32% 26.89% 24.12% 50.26% 32.66%
Waray 0.40% 0.14% 0.01% 1.27% 0.77% - 0.04%
Others 8.29% 11.82% 0.56% 13.96% 17.71% 6.26% 1.08%
Undefined 1.59% - 0.00% 0.60% - 3.06% 0.38%
Conflict - - 19.41% - - - 17.01%

Table 4: The document-level language information of Instagram and Twitter documents. Language
identifiers used were Ployglot (PG) and FastText (FT). Twitter’s language metadata tag, referred to as
Twitter Tag (TT), was also reported. Tag agreement was measured using a Majority Vote (MV) approach.
Blank marks (’-’) indicate the language identifier does not support the category.

vocabulary. As for Instagram, we are less certain
of the word vector that provides the best coverage
as English word vectors cover the vocabulary the
most at 48.0% (versus Tagalog’s 46.2% coverage),
while the Tagalog word vectors cover the tokens
the most at 94.7% (versus English’s 94.6% cov-
erage). As for the other Philippine languages, we
note that the Waray word vectors come in a defini-
tive third place both in terms of tokens and vo-
cabulary coverage across the two platforms. After
Waray, the ranking starts to vary across platforms.
However, one observation we would like to point
out is that the Cebuano word vectors have a higher
token coverage (72.1%) on Twitter in comparison
to the numbers of Iloko (68.1%) and Kapampan-
gan (71.3%) despite having the second lowest vo-
cabulary coverage at 2.9%. We speculate that the
word vectors of Iloko and Kapampangan may have
a sizeable overlap with other languages and that
the higher token coverage may be an indicator that
the Cebuano word vectors are able to capture a
number of Cebuano function words.

4 Discussion and Future Directions

The PagkataoKo Dataset is a novel dataset for
Filipino Automatic Personality Recognition that
contains demographics, personality trait scores,
and social media data from 3, 128 Filipinos. The
dataset is an improvement over the dataset of

Tighe and Cheng (2018) having 12.5 times more
participants and sourcing social media data from
more than one platform. It has yet to be seen
how much personality information is present in the
dataset and how well personality models can com-
pare against that of Tighe and Cheng (2018) and
Tighe et al. (2020); however, solely based on the
amount of data present, our current dataset pro-
vides a wider foundation to study how personality
can manifest in the social media data of Filipinos –
particularly as there are different forms of observ-
able actions (e.g. text and image data from posts)
and similar types of data expressed in different en-
vironments (e.g. language usage on Twitter and
Instagram, profile picture usage on Twitter and In-
stagram).

While there is much potential in the dataset,
there are a number of challenges that need to
be carefully studied. First, descriptive statistics
of the personality trait scores show that Open-
ness has questionable reliability – raising the is-
sue of whether or not the questionnaire is appro-
priately capturing the dimension. While collecting
data using different personality instruments is in-
deed an option for future studies, we believe there
may be additional insights that can be extracted
by conducting APR by studying individual ques-
tionnaire item answers aside from the computed
trait score. Second, the temporal characteristics
of the posts show data spanning multiple years.



Platform Token Count /
Vocabulary Size

% Found in FastText Word Embeddings

BCL CEB EN ILO PAM TL WAR

Instagram Tokens 1,786,309 74.8% 77.0% 94.6% 76.6% 80.5% 94.7% 82.0%
Vocab 92,030 11.5% 11.9% 48.0% 13.3% 15.2% 46.2% 18.2%

Twitter Tokens 33,451,199 68.1% 72.1% 88.8% 68.1% 71.3% 93.4% 75.0%
Vocab 719,927 2.6% 2.9% 15.1% 3.2% 3.1% 15.4% 4.4%

Table 5: The percentage of tokens and vocabulary of each platform found in FastText’s pre-trained
word vectors across Bikol (BCL), Cebuano (CEB), English (EN), Iloko (ILO), Kapampangan (PAM),
Tagalog (TL), and Waray (WAR). The total number of tokens and vocabulary size per platform are also
indicated.

While personality traits are known to be relatively
enduring across time (Larsen and Buss, 2008),
traits aren’t immune to change even through adult-
hood (Roberts and Mroczek, 2008). Additionally,
Arnoux et al. (2017) was able to show that there
is merit in exploring a shorter number of docu-
ments for personality prediction; however, their
work mainly focused on English data. We spec-
ulate that more data might be needed to account
for the noise brought about by code-switching
found in our dataset. Hence, we encourage fu-
ture work on APR to explore how the recency of
one’s posts might have an effect on APR predic-
tion models. Third, the data characteristics show
that there are a number of participants with either
zero or a very low number of data points. Cou-
pled with missing image data and, specific to In-
stagram, missing text data, future studies in Fil-
ipino APR would need to conduct experiments to
find appropriate thresholds that determine when
there’s enough data to analyze one’s personality
and/or design a framework for APR that can han-
dle missing data. Lastly, the language characteris-
tics of the post data show that future studies work-
ing on the PagkataoKo dataset should primarily
focus on extracting information from Tagalog and
English text data because these languages were the
most prevalent. While it would be of particular in-
terest to study manifestations of personality in the
other Philippine languages, the collection methods
did not result in a sizeable amount of text data to
study the other Philippine languages. Regardless,
the nature of how Filipinos write on social media
poses a serious challenge to text processing given
multiple posts of a user could be in different lan-
guages or contain code-switching. We encourage
future Filipino APR studies to focus on experi-

menting with methods to handle multilingual data
– whether through combining language resources
or by exploring language-independent approaches.
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