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Abstract
Question answering is a specialized area in the field of NLP that aims to extract the answer to a user question from a given
text. Most studies in this area focus on the English language, while other languages, such as Arabic, are still in their early
stage. Recently, research tend to develop question answering systems for Arabic Islamic texts, which may impose challenges
due to Classical Arabic. In this paper, we use Simple Transformers Question Answering model with three Arabic pre-trained
language models (AraBERT, CAMeL-BERT, ArabicBERT) for Qur’an Question Answering task using Qur’anic Reading
Comprehension Dataset. The model is set to return five answers ranking from the best to worst based on their probability
scores according to the task details. Our experiments with development set shows that AraBERT V0.2 model outperformed the
other Arabic pre-trained models. Therefore, AraBERT V0.2 was chosen for the the test set and it performed fair results with
0.45 pRR score, 0.16 EM score and 0.42 F1 score.
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1. Introduction
Natural Language Processing (NLP) is widely used for
English language tasks; however, in case of Arabic lan-
guage, it is still a challenging task especially for The
Holy Qu’ran as it is considered a Classical Arabic and
the Quranic terms have distinct meanings that differ
from all Arabic variants, which make it more chal-
lenging for researchers (Altammami et al., 2020). Re-
cent studies concentrate on Arabic language tasks such
as Quranic Question Answering Systems, which plays
significant role on NLP generally and Arabic language
processing field specially. One of these recent studies
is the 2022 Qur’an Question Answering shared task,
where researchers can participate in teams to develop
solutions to improve Question Answering Systems in
terms of partial Reciprocal Rank (pRR) score (Malhas
and Elsayed, 2020) (Malhas et al., 2022).
Recently, one of the most emerging NLP techniques is
applying transformers-based models on Question An-
swering systems, which entails retrieving the required
information from particular text according to a specific
query or question (Rajpurkar et al., 2016) (Yang et al.,
2015) (Mahdi, 2021). Therefore, we aim in this paper
to utilize one of the transformers-based model, which is
Simple Transformers model, on the Shared Task Ques-
tion Answering over the Holy Qur’an. It mainly fo-
cuses on adapting Simple Transformers model to ob-
tain the needed information from Qur’an passages and
improve the accuracy of results using three Arabic pre-
trained language models that are based on Bidirectional
Encoder Representations from Transformers (BERT)
(Devlin et al., 2018).
The paper structure as follows: In section 2, the re-

lated work are discussed. In section 3, the Qur’anic
Reading Comprehension Dataset (QRCD) is presented.
Section 4 describes the methodology that includes Sim-
ple Transformers model, dataset formation and Arabic
pre-trained language models. Followed by section 5 as
the results gained over the experiments given and sup-
ported by the discussion and analysis in section 6.

2. Related Work
2.1. Quranic Questions and Answers Systems
Many studies have been conducted to retrieve answers
from the Holy Quran for the user’s questions using in-
formation retrieval techniques such as semantic simi-
larity and pattern matching. Abdelnasser et al. (2014)
developed Al-Bayan system to answer Arabic Quranic
questions. Al-Bayan represents verses by concept vec-
tors and then uses cosine semantic similarity to re-
trieve the related verses for the user query. The system
achieved 65% in terms of accuracy.
Moreover, AbuShawar and Atwell (2016) used the AL-
ICE platform to implement a simple Quranic chatbot
model based on the pattern matching technique. The
model allows the user to ask questions in English and
answer them in Arabic and English Quran verses. The
experiment demonstrated that 54% of the results were
wrong Answers.
In addition, Alqahtani (2019) built a model to answer
the Arabic Quranic questions. This model enriched the
user query with semantic features using the word2Vec
algorithm. Then it extracted the most related concepts
to the query from Quranic ontology using the cosine
similarity. After that, it displayed the verses of the
matched concepts to the user. The evaluation results
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showed 41% in terms of recall.
These studies have contributed significantly to enrich-
ing the field of Quranic research. However, they can
extract the required answer from the verse for only spe-
cific types of questions or answer the questions with the
whole verse.

2.2. Arabic Questions and Answers Systems
The research on Arabic Question Answering systems
has recently tended to apply deep learning transformers
models such as the BERT model. According to Devlin
et al. (2018) , it proved its effectiveness in several NLP
tasks. Mozannar et al. (2019) trained the BERT model
using an Arabic dataset. They constructed a special-
ized Arabic Reading Comprehension Dataset (ARCD)
for the question and answering task consisting of 1,395
questions from Wikipedia. In addition, they created
an Arabic version of the SQuAD 1.1 QA dataset by
translating about 2,966 question pairs. The resulting
datasets were used to train the BERT model. The ex-
perimental results achieved 61.3% in terms of F1 score.
Additionally, Antoun et al. (2020) created an Ara-
bic language model based on BERT named AraBERT
by pre-trained the model using an extensive Arabic
dataset. The dataset includes about 70 million sen-
tences from available Arabic corpora and news web-
sites. In addition, they tested the AraBERTv0.1 in
question answering application using Arabic-SQuAD
and ARCD datasets. This model showed better perfor-
mance than the multilingual BERT (mBERT) by 1.4%
and 3.0% improvement in F1 score and sentence match.
The proposed model is available online for public use.
Furthermore, Alsubhi et al. (2021) compared the per-
formance of two transformer models, AraBERTv2-
base and AraBERTv0.2-large. These models are
trained on four Arabic QA datasets Arabic-SQuAD,
ARCD, Arabic TyDiQA-GoldP, and AQAD, that gen-
erally are extracted from Wikipedia articles. The re-
sults showed that general AraBERTv0.2-large outper-
forms the other models, and the best results were
achieved using the Arabic TyDiQA-GoldP dataset with
86.49% F1 score and 75.14% exact matches.
The current Arabic research train BERT models to an-
swer questions in different domains. As far as we know,
no conducted study train BERT models to the Quranic
questions and answering systems.

3. Data
This section provides an overview of the dataset used
in this paper. Quran QA shared task dataset is called
QRCD 1 (Malhas and Elsayed, 2020), an Arabic Ques-
tion Answering dataset. For each record, it includes
a passage in plain text style that is derived from the
Tanzil project 2, a question that is presented in Modern

1The dataset can be accessed via this GitLab page:
https://gitlab.com/bigirqu/quranqa/-/tree/main/datasets

2Tnazil Project contains a number of text styles including
the plain text: https://tanzil.net/download/

Figure 1: QRCD Structure

Standard Arabic (MSA), and one or more answers that
are extracted from the given passage. It also includes
PQ ID, Surah number and verse numbers of the given
passage. Ultimately, the structure of the QRCD is a
JSON Line, as shown in Figure 1.
Figure 2 illustrates the distribution of the provided
dataset. As it can be seen, the dataset contains 1093
question-passage pairs with their extracted answers.
The training and development (validation) sets divided
as 710, and 109 respectively. Furthermore, the test set
includes 274 pairs of questions and passages without
answers. However, through our experiments, we no-
ticed that 99 questions in the training set and 15 in
the development set have more than one answer. For
example, this question (? 	

àðPA
�
¯ ñë 	áÓ) meaning (Who

is Qarun?) in the training set, has five answers from
the Sura Al-Qasas (��

�
®Ë@

�
èPñ�) verses (76-81 �

HAK


�
@).

The same question was mentioned in other IDs and they
have different answers from other passages.

Figure 2: Distribution of QRCD

4. Method
This section outlines the methodology that has been
utilised for this shared task. The model that was used
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for this task is Simple Transformers Question Answer-
ing model. The Question Answering model requires
specific format that will be entailed in this section.
Since the model is compatible with BERT, we applied
three Arabic pre-trained language models with their
weights and different sizes (base or large). Finally, the
experiments were run on Google Colab with cuda for
faster processing.

4.1. Simple Transformers
Simple Transformers model is a library that is built on
Transformers architecture to solve downstream tasks
such as binary or multi-class text classification. The
library has since been developed to include question
answering model, named-entity recognition, and lan-
guage generations. The Question Answering model
can be trained, evaluated and tested using different pa-
rameters that suit specific tasks and may improve per-
formances. During training, the parameters that we fo-
cused on for this task are: batch size, learning rate and
number of epochs. As for the prediction, we set the
model to return five answers for each question. Finally,
the output of the model is two lists that contain the an-
swers and their probability scores.

4.2. Dataset Formation
Simple Transformers model requires specific data for-
mat prior feeding it to the model. The model expects
a dictionary with two attributes context and qas,
where “context” in this case is the verse. As for the
“qas”, it is a list that contains the ID, question and its
answers. So, we have modified the existing scripts,
given by the organisers, to convert the current QRCD
format to the structure that Simple Transformers re-
quires. The end format is shown in figure 3. Finally,
there has been no pre-processing or pre-treatment on
the dataset.

4.3. Arabic Pre-trained Language Models
There are three Arabic pre-trained language models
that have been implemented in our experiments. They

Figure 3: Dataset Formation

are AraBERT (Antoun et al., 2020), CAMeL-BERT
(Inoue et al., 2021) and ArabicBERT (Safaya et al.,
2020).

4.3.1. AraBERT
AraBERT is a BERT based language model with pre-
trained corpus that includes 1.5 billion words from Ara-
bic corpora (El-Khair, 2016) and Open-Sourced Inter-
national Arabic News Corpus (Zeroual et al., 2019).
AraBERT has two models which are AraBERT V2
and AraBERT V0.2 and the only difference is the
use of Farasa Segmenter on V2. So for the model,
AraBERT V0.2 was chosen since it performed better
on recent Quran semantic similarity research (Alsaleh
et al., 2021). Also, AraBERT provides base and large
variants, and we opted with the latter since it performed
better in the initial experiments on the development set.

4.3.2. CAMeL-BERT
CAMeL-BERT is a deep learning Arabic language
model that is based on BERT architecture. The model
provides more than 8 variants that are specific for Clas-
sical Arabic, Modern Standard Arabic and dialects.
The pre-trained corpus for Classical Arabic is OpenITI
(Nigst et al., 2020), which is an Arabic corpus that per-
tain to pre-modern Islamic texts. For our experiments,
we have opted for the Classical Arabic base variant.

4.3.3. ArabicBERT
ArabicBERT is an Arabic language model that is based
on BERT architecture with pre-trained corpus that
includes Open Super-large Crawled Aalanch coRpus
(OSCAR) (Ortiz Suárez et al., 2020), which includes
Modern Standard Arabic, dialect texts and latest Arabic
Wikipedia dump. The model provides different sizes
including base, large and mega. We opted for the large
model since we could not run our experiments with
mega due to hardware limitations.

5. Results
5.1. Validation
In this competition, we conducted various experiments
using the development set on multiple transformer-
based models, namely ArabicBERT, CAMeL-BERT,
and AraBERT. On each model, we further investigated
different versions of these models large or based. In
addition, we fine-tuned our models on three parameters
batch size, learning rate, and number of epochs. We
chose these hyper parameters to minimise losses, avoid
overfitting, and try to reach the local optima. After
training our models over 25 epochs, we concluded that
five to seven epochs are sufficient and could provide
promising results. The obtained results from these var-
ious experiments with the different selected hyperpa-
rameters indicate that the AraBERT model usually out-
performs other transformers-based models and could
provide promising results, as illustrated in Figure 4.
Table 1 shows the highest scores acquired from each
model. Within each model, we demonstrated the
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Model Batch Size Learning Rate Epochs pRR EM F1@1
CAMeL-BERT 50 1e-4 15 0.53 0.31 0.49

10 2e-5 20 0.52 0.30 0.47
25 1e-4 15 0.51 0.28 0.47

AraBERT V0.2 15 1e-4 5 0.59 0.34 0.55
15 1e-4 5 0.56 0.36 0.53
15 4e-5 5 0.55 0.31 0.52

ArabicBERT 20 2e-4 30 0.51 0.33 0.47
15 1e-4 5 0.49 0.30 0.46
20 1e-4 20 0.48 0.28 0.43

Table 1: Summary of development set results, which includes the models with their arguments and evaluation
scores

Figure 4: Overview of the experiments

used values of the three parameters manipulated in the
employed transformer-based models (CAMeL-BERT,
AraBERT, and ArabicBERT) to obtain the highest pRR
scores (0.53, 0.59, and 0.48), respectively. We also at-
tempt to adopt the best combination of parameters used
with AraBERT (batch size of 15, learning rate of 1e-
4, and five epochs) to the other two models. However,
the comparison still indicates that this combination pro-
vides higher scores with AraBERT.

5.2. Testing
Accordingly, we employed these evaluated parameters
in our final model’s performance on the test dataset,
and we got a fair result, with a 0.45 pRR score, 0.16
EM score and a 0.42 F1 score compared to the average
scores of all participated teams with a 0.41 pRR score,
0.12 EM score and a 0.37 F1 score.

6. Discussion and Analysis
This section will discuss and analyse the development
set as the true answers were not provided in the test set
when publishing this paper.
The best result of the development set were using
AraBERT V0.2 language model with parameters
shown in table 1. When we analysed the results, we
found that the model did not always return 5 answers.
Also, there were 9 empty answers for the following IDs
(9:1-6 400, 7:19-25 257, 22:30-37 313, 29:61-69 313,
20:95-98 163, 39:11-20 373, 31:12-19 132, 4:12-
14 415, 33:36-40 415). The reason is that the model

could not work out an answer for these questions based
on given passage 3. To avoid the warnings set in the
official evaluation script on empty answers, we created
a function to remove any empty answers except if
the empty answer is the only answer that the model
predicted.
According to the development set results, the model
can predict the answer when there are matched words
and/or synonyms between the questions and the
passage; otherwise, it may face some difficulties. For
example, in figure 5 the correct answer for the question
“?ÉJ
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æJ. Ë ú
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	áÓ Cj. « ©
	
J� ø




	
YË@ 	áÓ” “Who

made a calf out of jewelry for Israelites?” is “Samari-
tan” (ø



QÓA�Ë@). In the first passage, there is a matching

word “calf” (Cj. «) , and “ornaments” ( �é 	JK
 	P) which

is an Arabic synonyms for the word (ú


ÎmÌ'@) in the

question. Therefore, the model successfully answered
it when retrieving the answer from the passage.
In contrast, in the second passage in figure 6,
the model could not predict the correct an-
swer and produced empty answer. We notice
that there are no matched words, although there
are phrases that have related meanings, such as
“ é 	J�Q̄j	

JË A
	
®» A« éJ
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” meaning (your

’god’ to which you remained devoted. We will
surely burn it), which points to the “calf”, and
“ Aî�E
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¯” meaning (so I

took a handful [of dust] from the track of the messen-
ger and threw it), which is referred to how the “calf”
was built according to Ibn-Kathir explication.
Moreover, the model predicts correct answers for
some questions, but it was not mentioned in the gold
answers. For example, in question 2:190-194 400
“?� 	

j
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�Ë@ ÐX ÐC�B



@ Ém�'
 ú

�
æÓ” meaning “When

does Islam allow the blood of a person?”, the gold
answer is “Õº	

KñÊ
�
KA
�
®K
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YË @ é<Ë @ ÉJ
�.� ú




	
¯ @ñÊ

�
KA
�
¯” which

translates “Fight in the way of Allah those who
fight you”, while the model predicted this answer

3Please refer to https://simpletransformers.ai/docs/qa-
specifics/
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which translates to “So whoever has assaulted you,
then assault him in the same way that he has as-
saulted you”. According to the scholar Al-Tabari
(1954), the interpretation of the predicted answer
“Õ»ñÊ�KA�¯ AÒ» éJ


	
¯ ÑëñÊ

�
KA
�
®
	
¯” meaning “fight them in it

as they fought you” which has a similar meaning
to the gold answer. Therefore, there maybe other
correct answers that could potentially be added as gold
answers in the datasets.

7. Conclusion
This paper presented Simple Transformers model to re-
trieve the best answer of particular questions related
to the Holy Qur’an Shared Task competition. The
experiments have been conducted using three Arabic
language models AraBERT, CAMeL-BERT, and Ara-
bicBERT. As the results shown that the AraBERT V0.2
model outperforms the other transformers-based mod-
els in this task with a 0.59 pRR score, 0.34 EM score
and a 0.55 F1 score for the development set. As a con-
sequence, in the test set shown fair results with 0.45
pRR score, 0.16 EM score and 0.42 F1 score.
Moreover, our findings shown that our developed
model not only retrieves matching words as correct an-
swers, but also predicts other additional answers that
could be considered as accurate answers and poten-
tially be added as gold answers to the datasets.

Figure 5: Example of predicting correct answers when
the question has same words or synonyms in the pas-
sage

Figure 6: Example of incorrect prediction when there
is no matching words or phrases in the question and in
the passage
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