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Abstract

Question Answering (QA) is one of the main focuses of Natural Language Processing (NLP) research. However, Arabic Question
Answering is still not within reach. The challenges of the Arabic language and the lack of resources have made it difficult to provide
powerful Arabic QA systems with high accuracy. While low accuracy may be accepted for general purpose systems, it is critical in some
fields such as religious affairs. Therefore, there is a need for specialized accurate systems that target these critical fields. In this paper,
we propose a Transformer-based QA system using the mTS Language Model (LM). We finetuned the model on the Qur'anic Reading
Comprehension Dataset (QRCD) which was provided in the context of the Qur'an QA 2022 shared task. The QRCD dataset consists of
question-passage pairs as input, and the corresponding adequate answers provided by expert annotators as output. Evaluation results on
the same DataSet show that our best model can achieve 0.98 (F1 Score) on the Dev Set and 0.40 on the Test Set. We discuss those results
and challenges, then propose potential solutions for possible improvements. The source code is available on our repository.

Keywords: Question Answering (QA), Natural Language Processing (NLP), Transformer, mT5, Language Model (LM), QRCD

1. Introduction

The Holy Quran is the primary reference for about 1.6
billion Muslims around the world. The Qur’anic classical
Arabic text is either instructive or narrative and it is
composed of 114 chapters, 6,236 verses and 80k words
(Malhas and Elsayed, 2020), the entire text is joined into
one whole related concept which underlies a deep
connection between the ideas and meaning that overlap
whithin chapters and verses. Different researches have
been conducted on the holy Quran, either to construct
datasets, perform automatic text classification, Question
answering (QA), semantic search based on ontology, topic
assignment or optical text recognition tasks (Adeleke et al.,
2019) (Algahtani and Atwell, 2016) (Mohamed and
Shokry, 2020) (Mohd et al., 2021). There is a need for
automatic Qur’anic QA (Alsubhi et al., 2021) that helps to
facilitate and improve the time of Qur’an knowledge
acquirement since the holy Qur’an is the trustful legislated
text used for teaching purposes and to respond to Muslim
requests.The search engines are an automatic way to get
information as they provide documents rich of relevant
information to the user request. However, it doesn’t
pinpoint the answer. Hence, there is still a lack of methods
that answer directly the user demands which makes answer
search troubleshooting. In this context, reliable Question
answering systems turn important to deal with this in
different languages, while there are few attempts for Arabic
QA investigation. QA is an interactive automatic process
that belongs to the natural language processing field. QA
systems provide the user with a solution that helps them to
achieve the exact answer to a natural language question.
The performance of a QA system is influenced by the size
of training data, its quality as well as the used techniques.
The Arabic language is still of scarce resources in
comparison to English (Alsubhi et al., 2021) (Alanazi et al.,
2021) (Maraoui et al., 2021) and yet the QA task needs

1 https://github.com/mellahysf/Quran-QA

more preprocessing and deep linguistic knowledge when
extracting answers from the holy Qur’an.

In the following, we describe our participation in Qur'an
QA 2022 Shared Task that aims to answer questions in the
holly Qur’an. The task organizers provide participating
systems with a consecutive passage from the Holy Qur’an
based on which they answer questions raised in Modern
Standard Arabic by selecting one or many ranked text spans
from the passage. For this, they provided the Qur'anic
Reading Comprehension Dataset (QRCD ) composed of
1,337 question-passage-answer triplets.

Our paper proposed a model based on sequence to sequence
(Seq2Seq) transformers using the mTS5 Language Model
that is fed by Arabic question and its corresponding passage
(context), then extract the most relevant answers. The task
starts by preprocessing and matching the question to the
passage that contains the response, then we fine-tune the
mT5 LM to get the adequate answer.

The paper is organized as follows, we present the related
works, and afterward, we define the task steps and dataset
as described by the organizers, we describe afterward the
proposed approach besides analyzing the obtained results
on both dev and test sets, then we give a conclusion with
further work.

2. Related Work

Many studies have been interested in providing reliable
linguistic resources for the Holy Qur’an automatic
annotation, processing and interpretation. In this context,
(Osman et al., 2015) provided a Quranic Dataset that may
be exploited by researches aiming to explore the holy
Quran. (Dukes et al., 2013) presented the Quranic Arabic
Corpus that includes morphological segmentation, part-of-
speech, and syntactic analysis annotations. (Al-Salhi and
Abdullah, 2022) constructed the ontology of Quranic
stories which construction depends on the MappingMaster
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domain-specific language technology. (Malhas and
Elsayed, 2020) introduced AyaTEC, a collection of verse-
based questions answering on the Holy Qur’an. The dataset
covers 11 topic categories of the Holy Qur’an and includes
207 questions and 1,762 answers covering that target the
information needs of both curious and skeptical users.

Question answering(QA) aims to search for an answer to
given questions is one widely investigated task among the
most challenging ones in Natural Language Processing
(NLP) (Alsubhi et al., 2021). A large volume of QA studies
was devoted to the English language. However, it is not the
case when it comes to the Arabic language due to its scarce
resources. (Alanazi et al., 2021) provided a systematic
review of QA research. They have examined English
relevant studies and techniques. (Maraoui et al., 2021) have
used standardized hadith, narrators, and Tafsir to develop a
QA system. The system reached an accuracy of 92%.
Current studies Investigated advanced techniques
achieving state-of-the-art results. The language pre-trained
transformers models helped to achieve significant progress
in many NLP tasks. (Xue et al., 2021) used pre-trained
multilingual T5 (mT5) as a generative model to generate
multilingual question and answer pairs. (Alsubhi et al.,
2021) have evaluated the fine-tuned AraBERTv2-base
(Antoun et al, 2021a), AraBERTv0.2-large, and
AraELECTRA (Antoun et al., 2021b) models using
Arabic-SQuAD (Mozannar et al., 2019), ARCD (Mozannar
et al., 2019), AQAD (Atef et al., 2020), and TyDiQA-
GoldP (Clark et al., 2020) datasets. (Alsaleh et al., 2021)
applied AraBERT language model with its two versions to
binary classify the QurSim dataset pairs of verses. The best
result was AraBERTv0.2 with 92% accuracy.

Imbalanced classification techniques have been applied
widely in the field of data mining. It is used to classify the
imbalanced classes that are not equal in the number of
samples. The problem with imbalanced classes is that the
classification performance tends to the class with more
samples while the class with few samples will obtain poor
performance. This problem can be occurred in the Qur’anic
classification due to the difference in the number of verses
(B. S. Arkok and Zeki, 2021) (B. Arkok and Zeki, 2021).
(B. S. Arkok and Zeki, 2021) applied methods for under-
sample (RUS), random oversample (ROS), synthetic
minority oversampling technique (SMOTE), and random
methods to classify the Qur’anic topics that are imbalanced.
Many metrics were used in this research to evaluate the
experimental results. (B. Arkok and Zeki, 2021) aimed to
address balanced classification. They performed the
Qur’anic text classification using SVM, Naive Bayes,
KNN, and J48. (Abdelnasser et al., 2014) provided an
Arabic QA system for the Holy Quran that retrieves the
most relevant verses corresponding to a question, then
extracts the passage that contains the answer from the
Quran and its interpretation books (Tafseer). Their system
reached an accuracy of 85%. (Samy et al., 2019) provided
a review of the Arabic Question Answering Systems, their
approaches and challenges.

3. Shared Task and DataSet

In this section, we introduce the context of our paper which
is the “Qur’an QA 2022 Shared Task”, and we describe the
given dataset in the task.
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3.1  Qur’an QA 2022 Shared Task

Modern Standard Arabic (MSA) is the most understandable
and common language in the Middle East and North Africa
(by more than 400M people), and it is the official language
used in media such as TV shows and newspapers. For this
reason, it is encouraging for the scientific community to
exert more effort to build systems specialized in solving
situations related to the Arabic language. “Qur’an QA 2022
Shared Task” (Malhas et al, 2022) is shown in the efforts
of developing the field of Arabic NLP and it is an attempt
to enrich it, especially QA in the Qur’an script context.
The task is defined to find the correct answer(s) to a
question in each passage (Figure 1), the questions are
written in an MSA language, while the passage consists of
verses from the Holy Qur’an written in Classical Arabic.

{
"pq_id": "38:41-44_ 105",
“passage”: "Ulcy cuay et qius ol 4, 3L 3] Cgl Lae Sls
g 3oL Justie s ells Ly oS .
W w8 5 So5 Lo du> 5 ageo aglios dal o Lidgs
Olsl 4] 2l ani | ko olina g bl cuss B 4y o puild lisuds oy 335"
"surah": 38,
"verses": "41-44",
"question™: " uall g eall gl 58 0",
"answers™: [
{ .
"text": "wsl",
"start_char": 12
}
]
}

"pq_id": "74:32-48 330",
“passage”: "<l o) gl il 5] ually .l 3] Jlls ailly NS
b S Loy s S 53l of ity of oo el cl ol L
S 1o um o6 Ly ol g gundl bl Y]
Cinll ol s s cibmall oo b 1515
ool deliss agniii Lod ol Ul wis .l agur iS5 Sy . cunilsll 20 p293i LSs"
“surah": 74,
“verses": "32-48",
“question”: "m0 Jlui¥l ol i gall J¥l ga L",
"answers": [
{ L
mtext™r sk of miy of e el oal”,
"start_char": 76

b

Xt ", S by it ST,
"start_char": 108

Figure 1: Structure of the QRCD Dataset

From the accompanying passage for the given question, the
model must return up to 5 possible responses, sorted from
1 (best) to 5 (lowest). Therefore, the partial Reciprocal
Rank (pRR) will be the primary criterion for evaluating the
competing models. Exact Match (EM) and F1@1, which
are evaluation metrics applied only to the top predicted
answer, will also be reported. The EM metric is a binary
metric that only rewards a system if the top predicted
answer exactly matches one of the gold answers. The F1@1
measurement, on the other hand, measures the token
overlap between the best matching gold answer and the top
predicted answer.

3.2

The AyaTEC dataset was built with the help of three
Islamic specialists in holy Qur’an interpretation (tafsir),
and the questions were collected from different sources,
questions were prepared by experts or asked by ordinary
people on Islamic websites (Malhas and Elsayed, 2020), in
the given dataset we have two types of samples, the single
answer question samples, and the multi-answer question
samples the first type is the questions that have only one
answer for the question in the passage, the multi-answer
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type is those which have multiple answers for the question
in the same passage. The dataset is divided into training,
development, and test set. Figure 2 shows that the question-
passage-answer triplets represent the greatest count
compared to the question-passage pairs, which is also
greater than the count of passages. We note that the
questions take the least part. Our model is trained on the
question passage pair as input, and it is expected to provide
the answer(s) to the question extracted from the given
passage.

B Question-Passage-Answer Triplets
I Question-Passage Pairs

[ Passages

[ Questions

00

Count

34

175

10
3
1

Training Development Testing
Dataset

Figure 2: Task dataset parts distribution

4. Approach

Our approach consists of a Sequence-to-Sequence
(Seq2Seq) model (Sutskever et al., 2014), based on the
mT5 Language Model (Xue et al., 2021). We leverage the
task as a Text-to-Text problem, which accepts an Arabic
question and the passage as input, then extract the most
relevant answers. Firstly, we preprocess and concatenate
the question and the passage, then we fine-tune the mT5
LM to get an adequate answer. Figure 3 shows the general
architecture of our approach.

s ™
Preprocessing
Question: Q Context: P</s>
: mT5 :
I Pretrained |
: Model : Finetuning the mT5 on QRCD
L e p e — 4 (Qur'an DataSet)
for Arabic
Question Answering
|
\. J

Figure 3: General architecture for our approach

We used mT5, which was pre-trained on a new Common
Crawl-based DataSet covering 101 languages, Arabic
language included. This model achieves top results on
many NLP benchmarks while being flexible enough to be
fine-tuned for a variety of important downstream tasks
(Jawahar et al., 2021) (Agarwal et al., 2020) (Farahani et
al., 2021) (Rothe et al., 2021). Another reason for choosing
mT?5 is that it is based on an encoder-decoder (Seq2Seq),
which makes it appropriate for the Qur’an shared task.
AraT5 (Nagoudi et al., 2021), is also a powerful Seq2Seq
model which has better or comparable performance to
mTS5, but the source code is still not yet ready to use, at the
time of writing this paper. In this sense, we fine tune mT5
on QRCD considering the input sequence (question +
passage) as text and the output answer as text also.

4.1 Preprocessing

Given a question Q and a passage P from the Qur’an
text, we form the input sequence as follows:

Question : Q Context : P</s>

Where </s> tag denotes the end of the input sequence. For
all text in the dataset, we removed some stop words and
since the original format of QRCD DataSet files is JSON,
we converted the input and the output sequences to
Tabulate-Separated Values in TSV files, the favorite
format for fine-tuning mTS5.

4.2  Fine-Tuning of mT5

In recent years, Transfer Learning (TL) has led to a new
wave of cutting-edge results in Natural Language
Processing (NLP). The power of TL comes from
pretraining a model on abundantly available unlabeled text
data with a self-supervised task. After that, the model can
be refined on smaller labeled data sets, which often results
in (much) better performance than training on the labeled
data alone. The recent success of transfer learning was
sparked in 2018 by ULMFiT (Howard and Ruder, 2018),
ELMo and BERT (Devlin et al., 2019). The 2019 year saw
the development of a wide variety of new methods like
GPT (Radford et al., 2019), XLNet (Yang et al., 2019),
RoBERTa, ALBERT (Lan et al., 2019), Reformer and MT-
DNN (Liu et al., 2019). The pace of progress on the ground
has made it difficult to assess the most significant
improvements and their effectiveness when combined.
After a preliminary study that we did, we did not use these
models because most of them do not deal with the Arabic
language. Or, for for multilingual models (which also
process Arabic), their architectures do not help to use them
for seq2seq tasks (text generation or extraction task, the
case of the task being processed), which led us to fine-tune
the mTS5 pretrained model.

Our implementation details are explained in the next
section.

5. Experimentation and Results

Using the original mTS5 recipe, we consider three model
sizes: Base (580M), Large (1.2B) and XL (3.7B). The
increase in parameters comes from the larger vocabulary
used in mT5 (covering 101 languages).

The following setup is used across all our experiments. We
used a global batch size of 64 with a max input length of
354 and a max target length of 150. AdamW was used as
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the optimizer with a constant learning rate set to 0.003.
Models were trained for 15k steps and we saved the best
checkpoint every 5k steps. We kept the other default
hyperparameters suggested by TS5 (Raffel et al., 2019) and
mTS5 papers. Finally, we selected the best checkpoint based
on the Dev Set validation results. The training was
performed on a TPU v3, using Google Colab Pro, with
Google Cloud Platform (GCP) for storage.

We finetuned our models on the Train Set of QRCD
Dataset, then we evaluated them on the Development Set.
Finally, we generated predictions on the Test Set and
submitted our runs for evaluation by the community of the
Qur’an QA 2022 shared task using Codalab platform.
Table / shows the results of our experimentations over the
Development Set and Table 2 shows our best run result on
the Test Set.

Model pRR Exact Match | F1 Score
mT5-Base 0.79 0.65 0.79
mT5-Large | 091 0.71 0.91
mT5-XL 0.98 0.97 0.98

Table 1: Results of evaluation on the Dev Set

Model
mT5-XL

Exact Match
0.20

F1 Score
0.40

pRR
0.43

Table 2: Best result of evaluation on the Test Set

As shown in the results tables, our best model achieves
0.98, 0.97 and 0.98 (pRR, EM and F1 scores respectively)
on the Development Set, which are very good results, but it
decreases on the Test Set, mainly on the EM metric.

6. Analysis and discussion

We have achieved good results in the Developpement set.
However, there was a degradation when applying the
model to the test set. This may be due to many reasons
among which the ones presented in Table 3, in which we
give some examples of our model prediction and its
interpretation based on our estimated human response since
the gold answers aren’t released yet. The model has a high
performance when it comes to extractive answers such as
in the first example. Moreover, it may generate singular
terms from plurals such as in the second example. In the
third example, our model generates close answers.
However, the system may generate distant responses since
sometimes the names of Prophets and messengers may be
considered angels, which raises the need for named entities
recognition. Our model may generate the same verse as the
given passage if the response is difficult to be extracted as
in the fifth example. Moreover, sometimes our model is not
only extractive but it may become generative as in example
six. The model can generate the best answer but with a low
rank which has been fixed to five as the organizers of the
competition consider the top five ranked answers. At this
level, the right answer may be not reached yet. Increasing
the number of estimated answers causes an increase in
execution time and computational requirements.

Passage

Question Response Interpretation

el Ay ) ue-mﬁ\-' RS AN T ¢Sie 0 5% cpll
g prally (gl (8 (flad Ladh oSile Ui B (elal (aly I ) e
bl Ldad (g 4y dlim je L oSle U Vs jad sl Ly alll
) \)funx_\)wQﬂjwj)sm?s;imgs?smigé?msi‘,i
ﬂ;\uﬁﬂ\éﬂé&c\.ﬂ\i.\&c l}A)'ﬁYJLAJ)MY)E\}S,ﬁQl
Y oaals e Al o ) gale) 5o 5 53ml aSudil 8 Le aley alll o) | sale
g 8 gl i g 8 e o Lo oLl il ) oSile lin
le Ui Gy paally lelia o8 hall e 5 o 538 g sall e (58 5xa 5
A (el i 5 0 sl 0 O e 00 illa 0 5 Cpuennal
) sind O 5 1S B o GA1 giny ol () siny O V) i Le Gl
ey O shen Loy alll () oSy Jumil) | 5i ¥ 5 o 58800 A"

As for those among you who die and leave widows
behind, their widows shall wait by themselves for four
months and ten days. When they have reached their
term, there is no blame on you regarding what they

1 might honorably do with themselves. God is fully
acquainted with what you do.
You commit no error by announcing your engagement
to women, or by keeping it to yourselves. God knows
that you will be thinking about them. But do not meet
them secretly, unless you have something proper to say.
And do not confirm the marriage tie until the writing is
fulfilled. And know that God knows what is in your
souls, so beware of Him. And know that God is
Forgiving and Forbearing. You commit no error by
divorcing women before having touched them, or before
having set the dowry for them. And compensate them—
the wealthy according to his means, and the poor
according to his means—with a fair compensation, a
duty upon the doers of good. If you divorce them before
you have touched them, but after you had set the dowry

[S

_—

BrEES
) e
/ 'arbaeat
'ashhur
waeashran/
four months
and ten

e, s 520 oS 9
/kam mudat eidat
al'armala/

How long is a widow's
waiting period?

Our model extracts

the correct answer

from a complicated
paragraph
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for them, give them half of what you specified—unless
they forego the right, or the one in whose hand is the
marriage contract foregoes it. But to forego is nearer to
piety. And do not forget generosity between one
another. God is seeing of everything you do?.

ol L 058 Y sl o i1 5 all G 1S algad Ul )3 il
b Js oIS il Lo G smansy Y 013 peds s s pmmne Y el
Cl8all Sl Jual
We have destined for Hell multitudes of jinn and
humans. They have hearts with which they do not
understand. They have eyes with which they do not see.
They have ears with which they do not hear. These are
like cattle. In fact, they are further astray. These are the
heedless.

G guzmadl Y A st Ja
f LYl 45 Jing
/ hal 'ashar alquran 'iilaa
aleudw aladhi yueqil bih
al'iinsan /
Did the Qur’an refer to the
organ with which a person
can reason?

53Y)

o

/ al'udhun/
Ear

Generate Singular
terms

Il 3l Sy xis ol alll JaT L i o ol Ll G

?S\J}Mm“stﬁmas?gmua?m_*Jﬂsbm}

Lall U a5 5l Gans () (il pul 35 Sl alall 52
Ui any o el s anmny Cie ale alll o jelal 5 4y s
) L o) o) alad) s J8 138 Al e lls 4 als

oY 50 s alll 8 dle | el () 5 LaSy 58 Ciraa a3 1))

Ol 4 (e L el b 2y ASB g (e all lliay o e

G il e Glalise (S0 | pa el 551 aday o) oSalls

OS5 el claile clyle s ")

O prophet! Why do you prohibit what God has
permitted for you, seeking to please your wives?
God is Forgiving and Merciful. God has decreed
for you the dissolution of your oaths. God is your

Master. He is the All-Knowing, the Most Wise.
The Prophet told something in confidence to one
of his wives. But when she disclosed it, and God

made it known to him; he communicated part of it,
and he avoided another part. Then, when he
informed her of it, she said, “Who informed you
of this?” He said, “The All-Knowing, the All-

Informed, informed me.” If you repent to God,

then your hearts have listened. But if you band
together against him, then God is his Ally, as is
Gabriel, and the righteous believers. In addition,
the angels will assist him. Perhaps, if he divorces

you, his Lord will give him in exchange wives
better than you: submissive, believing, obedient,
penitent, devout, fasting—previously married, or
virgins.

2 030583 A a8 (4
olall
/man humm almalayikat
almadhkurun fi alquran/
Who are the angels
mentioned in the
Qur’an?

clas daes
e sall
| duas i
Ciaall /
Gabriel and
the righteous

believers

The need for
named entities
recognition

Ol s sial ) 0 (e (gen Al ol 5 iy i ol il I
Gy alll ) 158 550 0l 5 (s gmnall 5 5l 5 Cpilaall 5 ) 50l
Ol all) o il mgde o8 S e Al ) Al 53 pein
Dl s i s o saill s il 5 undilly G Y (B eyl sland B
el Lad Alll (4 a5 I3 e 3 S5 Gl (e S 5 il sl
oLty e Jrig all o S
Thus We revealed it as clarifying signs, and God guides
whomever He wills. Those who believe, and those who
are Jewish, and the Sabeans, and the Christians, and the
Zoroastrians, and the Polytheists—God will judge
between them on the Day of Resurrection. God is
witness to all things. Do you not realize that to God
prostrates everyone in the heavens and everyone on
earth, and the sun, and the moon, and the stars, and the
mountains, and the trees, and the animals, and many of
the people? But many are justly deserving of
punishment. Whomever God shames, there is none to
honor him. God does whatever He wills.

e o AN o e diyall L
f(U=) e Liaps calls
/ ma aldalayil ealaa 'ana
alquran lays min talif
sayidina muhamad (s)?/
What is the evidence that
the Qur’an was not written
by our master Muhammad
(PBUH)?

Al alll ey (e
p e (e

/ man yahin
allah fama lah
min makram /

Whomever
God shames,
there is none
to honor him.

The wrong answer
is repeated for all
ranks.

2 https://www.quranful.com/
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We gave Moses nine clear signs—ask the Children of

Israel. When he went to them, Pharaoh said to him, “I
5 think that you, Moses, are bewitched.” He said, “You

know that none sent these down except the Lord of the

heavens and the earth—eye openers; and I think that
you, Pharaoh, are doomed.” He resolved to scare them
off the land, but We drowned him, and those with him,
altogether. After him, We said to the Children of Israel,
“Inhabit the land, and when the promise of the Hereafter
arrives, We will bring you all together.”

e uge il O aae o L

Prophet Moses, peace be

gadlll
/ ma hi muejizat alnabii
musaa ealayh alsalam /
What are the miracles of

The difficulty of
response extraction

upon him?

S 0 WSS 5 il 1S 5l Al 5 o8 Laas b pdind o
Dbl (S e US e Ly alll g 508 () ) gt (5 o o e 3
e (o a3 iy | 518 e gl Jun pgendil e | 538 RS

B S s s 185 el 85 0 sty o 28T g 8 e Ulean 5 L)
W13 o) 15,88 Al J sy ol shalag o gela 1Y) (o LoV sta Y
Loy agnail W) 0 Sy o) s e (sl s die (G sei a5 0l sV ubald
Gsom,

On the Day when We gather them all together, then say
to the idolaters, “Where are your idols, those you used
to claim?” Then their only argument will be to say, “By
6 God, our Lord, we were not idolaters.” Look how they
lied to themselves. And what they invented deserted
them. Among them are those who listen to you; but We
place covers over their hearts, to prevent them from
understanding it, and heaviness in their ears. Even if
they see every sign, they will not believe in it. Until,
when they come to you, to argue with you, those who
disbelieve will say, “These are nothing but myths of the
ancients.” They keep others from it, and avoid it
themselves; but they ruin only their own souls, and they
do not realize.

@A) sl a0 il s

Did the Qur’an refer to the | /qulubuhum | The correct answer
organ with which a person 'akuna / hasn’t the first
can reason? Their hearts rank
are veils

gazll (o guiaall

/ aleudw min
aleudw/

Organ from

organ

Generate new
terms

£y 43 i

/ hal 'ashar alquran 'iilaa

aleudw aladhi yueqil bih
al'iinsan /

AT aga l8

Table 3: Error analysis

We have performed an in depth analysis of the proposed
model and the obtained results and we have concluded the
following points. Our model can be improved by
addressing stemming, lemmatization, or word root and
using synonyms to match a large set of similar questions.
Also, the analysis done on the false predictions may be
affined according to the questions using association rules.
Since QRCD is a dataset of limited size yet imbalanced, we
can use external Arabic data mainly Qur’an data and Tafsir
to pretrain TS5 from scratch then do fine tuning and explore
data augmentation to augment the number of entries in the
dataset. The data augmentation will be mainly applied to
questions for preserving the meaning of the Qur’an verses.
We assume also that larger base models could provide even
more improvement. In fact, we can use mT5-XXL (about
x4 larger than mT5-XL), but this requires more resources
precisely in terms of TPU and RAM. We have tested this
model on Google Colab Pro (with 322G RAM) but it gives
Coda out of memory.

7. Conclusion
In this paper, we presented our approach based on the
Language Model mT5. We have finetuned it on the QRCD
DataSet proposed by the Qur’an QA 2022 shared task. We
fine-tuned our model using the Train Set, then we evaluated

generated predictions on the Test Set and then get an
official evaluation from the community of the shared task.
The result are compared in the overview paper (Malhas et
al, 2022). Our best model can achieve very good results on
the Development Set but less on the Test Set.

Finally, we discussed obtained results and challenges, then
proposed potential solutions for possible improvements,
that we can leverage as future works.
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