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Abstract

Gauging the emotions people have toward a
specific topic is a major natural language pro-
cessing task, supporting various applications.
The topic can be either an abstract idea (e.g., re-
ligion) or a service/product that someone writes
a review about. In this work, we define the topic
to be a person who writes a post on a social me-
dia platform. More precisely, we introduce a
new sentiment analysis task for detecting the
sentiment that is expressed by a user toward
another user in a discussion thread. Modeling
this new task may be beneficial for various ap-
plications, including hate-speech detection, and
cyber-bullying mitigation. We focus on Arabic,
which is one of the most popular spoken lan-
guages worldwide, divided into various dialects
that are used on social media platforms. We
compose a corpus of 3,500 pairs of tweets, with
the second tweet being a response to the first
one, and manually annotate them for the senti-
ment that is expressed in the response toward
the author of the main tweet. We train several
baseline models and discuss their results and
limitations. The best classification result that
we recorded is 82% F1 score. We release the
corpus alongside the best-performing model.

1 Introduction

Sentiment analysis (SA) is one of the most popular
tasks in natural language processing (NLP). It is
the task of classifying a given piece of text accord-
ing to the emotions expressed by its author. In its
simplest form, the sentiment is classified as posi-
tive, negative, or neutral. Aspect-based sentiment
analysis (ABSA), a variant of sentiment analysis,
is the task of mining opinions from texts, expressed
toward specific entities and their aspects (Cambria
et al., 2013). For example, in the following review:
“Nice restaurant, a bit expensive but the
food is great”, the entity is the restaurant and
the aspects are the price and quality of food. While
the author writes positively about the quality of

food, he/she has some reservations about the price.
ABSA is considered an active research area (Pon-
tiki et al., 2016; Ma et al., 2019; Zhang and Qian,
2020; Zhang et al., 2021; Li et al., 2021). However,
most of the studies are done with texts written in
English.

In the last two decades, social networks have
become the dominant written-communication plat-
forms.1 In most platforms, the users may engage
with other posts by up-voting, also known as “like”,
and by replying with a nested post, thereby gener-
ating a discussion thread, open for all users. Most
of the existing computational methods for SA do
not encode this conversational structure into their
prediction models.

With the recent growing interest in training NLP
models for languages other than English, the Ara-
bic language has become one of the most prominent
among research groups. (Bouamor et al., 2018;
Obeid et al., 2020). Nonetheless, the amount of
effort invested in advancing sentiment-related tech-
nologies in Arabic, is still considered limited com-
paring to English (Farha and Magdy, 2019; Guellil
et al., 2019; Abu Farha et al., 2021; Alhumoud
and Al Wazrah, 2021). Therefore, in this work we
have opted to work on Arabic, a Semitic language,
highly inflected for different lingustic categories.
Arabic has what is usually referred to as diglossia,
which is a separation between the written and the
spoken language. Modern Standard Arabic (MSA)
is the language that people use in official settings,
while spoken Arabic is considered to be a collec-
tion of regional dialects that may significantly dif-
fer from each other. In informal writing people
often mix MSA with the relevant dialect, forming
what is called Middle Arabic. Arabic tweets are
typically written in that Middle Arabic, which is in
fact described on a spectrum ranging from MSA
to the relevant regional dialect. In this work, we

1Facebook reported on 2.9 Billion monthly active users
(retrieved 09/12/2022), see: https://tinyurl.com/52h8b4mb



put a special focus on tweets written in a mixture
of MSA and the Levantine dialects,2 which are
mostly spoken in Lebanon, Syria, Israel, Palestine,
and Jordan.

In Section 6, we further elaborate on our future
plans to expand this work to other dialects and
potentially to other languages.

In this paper, we present a new sentiment anal-
ysis task, somewhat related to ABSA, which is
about detecting the sentiment expressed by a user
toward another user in a discussion thread. We
call this task “human-directed sentiment analy-
sis” (HD-Sentiment). The emotions that users
express toward other users, may play an impor-
tant role for many NLP applications, such as hate-
speech detection (Waseem and Hovy, 2016; Mon-
dal et al., 2017; Ziems et al., 2020), cyber-bullying
(Whittaker and Kowalski, 2015; Rosa et al., 2019),
and user-based recommendation systems (Han and
Karypis, 2005; Da’u and Salim, 2020). To the best
of our knowledge, this is the first study to define
the HD-Sentiment task and to provide a manually
annotated corpus that can be used computationally.
Similar to other sentiment analysis tasks, we work
with three labels: positive, negative, and neutral.
To simplify the task, we define it to have an input
composed of a pair of posts, the main post and the
response, rather than the entire discussion thread.
The goal of the task is to detect the sentiment ex-
pressed by the responder in the response post, to-
ward the author of the main post. The model can
only use the texts of both posts as input. Adding
information to the input will be considered in fu-
ture works. Figure 1 shows an example of such a
pair of posts, written by two different users. In this
example, it is clear that the sentiment expressed by
the responder toward the author of the main post is
positive.

In accordance with other ABSA-related corpora,
while the overall sentiment expressed by the re-
sponder can be positive, the sentiment toward the
main author can be expressed as negative.
HD-Sentiment is related to dialogue-level sen-

timent analysis (Li et al., 2017; Chen et al., 2018;
Zhang et al., 2020) since the sentiment is ex-
pressed toward participants in a multi-user conver-
sation. HD-Sentiment can be of special interest to
dialogue-level sentiment researchers as this aspect
of the conversation sheds light on the relations be-
tween users, which are yet to be addressed. Due to

2Both Northern and Southern Levantine dialects.

Figure 1: Example of a tweet and a response. We conceal
all identities to preserve users’ right to remain anonymous.
The example was captured along with an English translation,
suggested originally by Google Translate. In this example,
we label the human-directed sentiment (HD-Sentiment) as
positive.

the way the data were collected and annotated (see
Section 3), we prefer to define HD-Sentiment as a
special case of ABSA rather than a sub-topic within
dialogue-level sentiment analysis.

At a first glance, the HD-Sentiment task seems
fairly easy, especially for a response that looks like
this: “@[USER] I admire you”. However, many
times responders tend to express their feelings im-
plicitly, using humor, sarcasm, and other figures of
speech. The nature of the platform may also affect
the way people express themselves in posts (Fiesler
et al., 2018). For example, Twitter is a platform for
short messages, which forces people to depend on
the broader context and compress their messages
accordingly.

Table 1 provides some examples of pairs of posts
and responses, taken from the corpus we are releas-
ing with this work. The tweets were originally
written in Arabic; we added English translations
for convenience. For each pair, we provide the
label that was assigned by a human annotator, re-
flecting the sentiment expressed by the responder
toward the author of the main post. More details
about the corpus are discussed in Section 3.1. No-
tably, some examples are more explicit than others.
They use words that explicitly express emotions, as
well as direct references to the author of the main
post (e.g., first row). However, in other tweets it
is harder to interpret the underlying sentiment. In
the third row, it is due to the sarcastic style that



is used by the responders. Additionally, like with
other ABSA tasks, there are cases where the author
does not refer to the aspect at all. The example in
the second row is labeled as neutral since there is
no evidence for addressing the main author (equiv-
alent to the aspect in ABSA). However, even when
explicitly referring to the main authors, responses
do not necessarily convey emotions toward them.

Our contribution is threefold: (i) We define a new
NLP sentiment analysis task, HD-Sentiment; (ii)
We release the first annotated corpus designed for
the HD-Sentiment task, consisting of 3.5K Arabic-
written tweets. The dataset is available for down-
load.3; and (iii) We report on some baseline results
of models that we train for the task. We make the
best model available for public use in the Hugging-
Face public repository.4

2 Related Work

Sentiment analysis has been an active research
area in the past few decades (Agarwal et al., 2011;
Rosenthal et al., 2017a; Sandoval-Almazan and
Valle-Cruz, 2018; Lindskog and Serur, 2020). Com-
monly, an SA task is designed as a binary classi-
fication for positive/negative labels. There are a
number of popular data sets for the binary classifi-
cation version, such as IMDb (Maas et al., 2011),
consisting of 50K reviews from the Internet Movie
Database (IMDb), as well as the Stanford Senti-
ment Treebank 2 (SST-2) (Socher et al., 2013),
which contains about 200K movie reviews. An-
other known data set is the Yelp Reviews (Asghar,
2016), consisting of more than 500K reviews.

Twitter has always been one of the main sources
for acquiring data for SA, exposing some additional
information about every tweet and the users beyond
the plain text. The SemEval Workshop has a special
track for sentiment analysis. Specifically, SemEval-
2017 Task 4 (Rosenthal et al., 2017b) consists of
five subtasks representing different variants of SA
for tweets, written in English and Arabic. Subtask
B is about classifying the sentiment expressed in
the tweet toward a given topic.

There are a few data sets for the aspect-based SA
(ABSA) task. The SemEval-2016 task is the most
dominant one (Pontiki et al., 2016). It consists of
four subtasks, which vary from the detection of the
relevant aspects in the text to the detection of the
polarity of a given aspect. The data set contains

3https://github.com/idc-dsi/Human-Directed-Sentiment
4https://huggingface.co/DSI/human-directed-sentiment

about 6K reviews.
Considering the information about the author of

the input text has been a point of interest, as de-
scribed several times. Tang et al. (2015) defined
a task of SA on reviews in which the user who
wrote the text, as well as the product for which the
text is written for, are given as input. In another
work (Welch and Mihalcea, 2016), a new task has
been defined for understanding the sentiment that
students hold toward courses and instructors, as
expressed by students in their comments. Equiva-
lently, in our work, we are interested in the senti-
ment that is expressed in a reply tweet, toward the
author of the original tweet.

In this work, we focus on Arabic-written tweets.
There is a surging amount of computational works
on Arabic, especially works related to SA on tweets
(Nabil et al., 2015; Abdellaoui and Zrigui, 2018)
as well as on other genres (Al-Obaidi and Samawi,
2016). In a recent work (Al-Laith et al., 2021),
there has been an attempt to automatically build
a large corpus of Arabic texts, annotated for SA.
None of these corpora address the task that we
define in this work.

3 Data Collection

In this work, we collect data from Twitter. Twitter
allows users to reply to posts written by other users.
We use the official Twitter API to collect conver-
sation threads of tweets and replies. We define a
set of 61 Arabic expressions to limit our collection
for tweets that are relevant to the area and dialect
of interest. The expressions were carefully com-
posed to cover a variety of topics, such as sports,
politics, and economics. Table 2 lists some of them.
Additionally, we compile a list of relevant Twit-
ter accounts, known for writing posts with high
engagement rates. Most of them are key opinion
leaders (e.g., Saad Hariri who was the prime minis-
ter of Lebanon). The full list of expressions, as well
as the Twitter accounts that we used, is released
with the corpus.5

The collection was done in June 2021 and ap-
plied a full-archive crawling procedure, so the
crawling procedure is essentially unlimited by time.

We filtered out conversation threads that do not
meet at least one of the following three criteria: (i)
The tweet language is predominantly Arabic. (ii)
The main post contains more than ten characters.
(iii) There are at least ten responses to the main post.

5https://github.com/idc-dsi/Human-Directed-Sentiment

https://github.com/idc-dsi/Human-Directed-Sentiment
https://huggingface.co/DSI/human-directed-sentiment
https://github.com/idc-dsi/Human-Directed-Sentiment


Table 1: Examples of pairs of a post and response. The examples are taken from our annotated corpus. POS, NEU,
and NEG are the positive, neutral, and negative labels respectively. We added English translations, which were
manually prepared by a native speaker.

Overall, we collected 20.1K threads, corresponding
to a total number of 346.3K tweets.

As mentioned above, instead of working with
full conversation threads, we define our task to
focus only on pairs of tweets, the main post, and
one of its responses. Therefore, we compile our
corpus accordingly.

Expression Translation Domain
�
è 	QÔg Q�
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	á�
¢�Ê

	
¯ Palestine Politics

PAª�


B@ ¨A

	
®
�
KP@ High Prices Economics

ZAÒ�Ë@ 	áÓ
�
H@ñ�@ Voices from Heaven Religious

X@QÓ PA
�
��. Bashar Murad6 Culture

	
�ñ«

�
éÊJ
Ô

g
.

Jamila Awad7 Culture
6A Palestinian singer, songwriter, and social activist.
7An Egyptian actress.

Table 2: Crawling expressions. A sample of the Arabic terms
we use for crawling, provided with their English translation,
and the domain they are most relevant to.

3.1 Human Annotation

We sampled 3,500 pairs uniformly from the main
collection of conversational threads, and assigned
them for human annotation. Specifically, we pair
every main post with up to five responses, chosen
randomly. We provide some additional information
about the chosen tweets in Table 3. We learn from
the table that main posts are significantly longer
than responses. Additionally, the authors of the
main posts tend to use hashtags more frequently
than responders, while the latter use emojis in their
tweets more than main authors do.

We hired three human annotators to label the
3,500 tweet pairs. All annotators are highly ed-

Main Posts Response Posts
Avg. Med. Std. Avg. Med. Std.

Chars 175.12 179 83.41 109.16 85 73.11
Tokens 64.85 65 30.34 43.25 35 27.09
Hashtags 0.53 0 1.09 0.11 0 0.56
Emojis 0.01 0 0.12 0.45 0 0.68

Table 3: Corpus statistics. The numbers are calculated over
the entire collection of 3,500 tweets. Avg., Med., and Std. are
the average, median, and standard deviation respectively.

ucated Arabic speakers, fluent in MSA and the
relevant regional dialects. They were introduced to
the definition of the task, and were given careful
annotation guidelines alongside specific annotation
examples. As a first phase, we started annotating a
small set of 100 pairs for training the annotators and
calibrating the guidelines. The guidelines were ad-
justed to handle cases of annotator disagreements.
In the second phase, we asked two annotators to
label the entire set of 3,500 pairs. The agreement
of the two annotators was measured to be 74%,
corresponding to a kappa (Cohen, 1960) value of
0.59. The third annotator was assigned with the
adjudication task, where he was asked to label only
pairs on which the two annotators disagreed (26%
of the pairs), to have a final decision for each pair.

In 95.3% of the cases, the third annotator agreed
with one of the annotators. For our final corpus we
removed the pairs that had complete disagreement
among all three annotators (43 cases). The distribu-
tion of the [positive, neutral, negative] labels in the
corpus are [9.59%, 44.45%, 45.95%]. We believe
that the relatively small number of positive pairs
stems from the nature of the platform as well as the
topics and geography that we decided to focus on.



Figure 2: Our architecture for the fine-tuned BERT-based models. We concatenate the main post and the response
and add the special token [SEP] in between.

4 Computational Approach

To validate the new annotated dataset and its us-
ability, we trained three classifiers and compared
their performance with two baseline approaches.

4.1 Experimental Setting

We preprocessed every tweet by replacing user
mentions (formatted in Twitter as @<user>) with
a placeholder word [USER], and urls with [URL].
Hashtags remain untouched, as they may carry im-
portant information for SA. For evaluation, we used
a 5-fold cross-validation approach. To get the most
out of the new annotated resource, and due to the
low support for the positive label, we do not split
the corpus for train and test sets. We use the stan-
dard classification evaluation metrics. For each
label, we calculate the precision, recall, and F1-
score, as well as the macro and weighted-average
scores over the three labels.

We fine-tuned different Arabic BERT (Devlin
et al., 2019) models on the new HD-Sentiment cor-
pus, during 5 epochs. To handle the skewed dis-
tribution of the labels, we used a weighted cross-
entropy loss, with weights assigned according to
the inverse proportion of their distribution.

4.2 BERT Based Classifiers

We preprocessed every input pair of tweets by con-
catenating the main post and the response with a
special [SEP] token placed in between. The full ar-
chitecture of our model is depicted in Figure 2. We
used three different pre-trained Arabic language
models,8 using the transformers (Wolf et al., 2020)
library by Hugging Face9: AraBERT (Antoun et al.,
2020), GigaBERT (Lan et al., 2020), and MARBERT
(Abdul-Mageed et al., 2020) that relies solely on
Twitter data, which makes it a better fit for NLP
tasks involving dialectical Arabic texts from social
media, such as ours.

8Using the BertForSequenceClassification class.
9https://huggingface.co

4.3 Baseline models
We compared our classifiers with two baselines:

CAMeLBERT Sentiment Analysis. CAMeL-
BERT (Inoue et al., 2021) is a pre-trained language
model, which has already been fine-tuned for sev-
eral downstream Arabic NLP tasks, including sen-
timent analysis.10 By the time of writing this paper,
it is considered to deliver state-of-art results for SA
in Arabic. The model was trained to classify texts
with three labels: positive, negative, and neutral.
We run the model on the response tweet to gauge
its overall sentiment, which we return as a final
predicted label.

Lexicon-Based Model. First, we look for men-
tions of the main author in the response, including
references through 2nd-person pronouns. If none
are found, the model returns “neutral”. However,
if found, we use existing lexicons (Saif M. Mo-
hammad and Kiritchenko, 2016) for detecting all
instances of emotional words and related hashtags.
Every word is assigned with a sentiment score,11

which we average into an overall sentiment score
assigned for the response. We predict “positive” (or
“negative”) based on the sign of the overall score.

5 Results and Analysis

The results obtained by each model averaged over
the five cross-validation folds, are summarized in
Table 4. The best results in each column are in
boldface. We add ∗ next to a number to indicate
statistically significant results (p-value < 10−4),
using the Mann Whitney U-test (Mann and Whit-
ney, 1947). The first two rows are the results of the
baseline models (see Section 4.3). While the base-
line models show competitive results in some of the
individual labels, their overall results (measured as
macro-F1 (M-F1) and weighted-F1 (W-F1)) are
much worse than the results obtained by the fine-
tuned models.

10CAMeL-Lab/bert-base-arabic-camelbert-da-sentiment
11The score is not limited to a specific value range, which

can also be negative



Positive Neutral Negative All
P R F1 P R F1 P R F1 M-F1 W-F1

Lexicon 0.11 0.52 0.19 0.74 0.67 0.7 0.6 0.21 0.31 0.4±0.01 0.48±0.01
CAMeLB 0.39 0.68 0.49 0.77 0.11 0.19 0.55 0.91∗ 0.69 0.46±0.02 0.45±0.01
AraBERT 0.62 0.14 0.22 0.75 0.71 0.72 0.69 0.83 0.75 0.57±0.05 0.69±0.02
GigaBERT 0.8 0.3 0.43 0.78 0.77 0.78 0.74 0.84 0.78 0.66±0.04 0.75±0.02
MARBERT 0.79 0.67 0.72∗ 0.84∗ 0.81∗ 0.82∗ 0.82∗ 0.87 0.84∗ 0.79± 0.02∗ 0.82± 0.02∗

Table 4: Results. P and R are precision and recall. M-F1 and W-F1 are the macro-F1 and weighted-F1 over the three labels.
Lexicon and CAMelB are the lexicon-based and CAMeLBERT Sentiment Analysis models, respectively. Results are averaged
over the five cross-validation folds. The standard deviation of the overall results is provided in the last two columns. The best
results are in boldface while the second-best results are underlined. Statistically significant best results are marked with a ∗.
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Figure 3: Confusion matrix for the best performing model
(MARBERT). POS, NEU, and NEG are the positive, neutral,
and negative labels, respectively. The percentage number in
each cell is calculated columnwise.

Among the fine-tuned models, both AraBERT
and GigaBERT perform well on the neutral and
negative labels. However, their performance on
the positive label, the one with the low support, is
not as good. On the other hand, MARBERT out-
performs all other models, on all labels’ F1 scores
as well as on the aggregated overall scores. This
is unsurprising, considering that MARBERT was
trained solely on Twitter data, and its size is larger
than the other models’ datasets.

We now take a closer look into the performance
of the MARBERT model. Figure 3 is the confusion
matrix we got by running MARBERT on the five
cross-validation folds. It looks like the model has
hard time distinguishing between the neutral and
negative labels. On the other hand, the negative
and positive labels are rarely “mixed up” by the
model. As observed in both Table 4 and Figure 3,
positive is the most difficult label to predict.

Quantitative analysis. Overall there are 602 mis-
classified pairs, out of which 317 (52.7%) were
assigned with two different labels by the original
human annotators. Disagreement at a rate of 52.7%
is significantly higher than the disagreement rate of

the entire corpus (26%, see Section 3.1), suggest-
ing that the misclassified pairs are likely to be more
difficult than the others even for human annotators.

6 Conclusion and Future Work

In this work we defined a new task,
called Human-Directed Sentiment Analysis
(HD-Sentiment). We collected and annotated the
first HD-Sentiment corpus, and made it publicly
available. Additionally, we fine-tuned a number
of baseline models, discussed their results, and
published the one that performed best.
HD-Sentiment may be considered as a special

case of ABSA using only one aspect defined as
the author of the main post. To some extent,
HD-Sentiment extends previous works in the field
of hate-speech detection and cyber-bullying; how-
ever, HD-Sentiment is more general as it aims at
capturing a full range of emotions expressed in con-
versations, which are neither considered as bullying
nor as expressing hate towards someone.

Part of the challenge in HD-Sentiment is the fact
that the users who are involved in the conversations
are not necessarily known in advance and are not
provided as input to the learning model. We do not
store historical information about the users nor their
previous interactions. In our corpus, we included
interactions between users, who may or may not
know each other in advance.

Finally, we decided to work with Arabic, one
of the most popular spoken languages world-
wide.Consequently, there is a growing interest in
processing Arabic for various NLP tasks. However,
we believe that the HD-Sentiment task can be ap-
plied in other languages and other social platforms.

Future work takes two trajectories: (i) Extend-
ing HD-Sentiment to other languages, including
the collection and annotation of additional cor-
pora, and (ii) Building an explainability component
for HD-Sentiment classifiers to better interpret the
model’s output.
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