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Abstract
This paper presents an overview of text visualization techniques relevant for data perspectivism, aiming to facilitate analysis of annotated
datasets for the datasets’ creators and stakeholders. Data perspectivism advocates for publishing non-aggregated, annotated text data,
recognizing that for highly subjective tasks, such as bias detection and hate speech detection, disagreements among annotators may
indicate conflicting yet equally valid interpretations of a text. While the publication of non-aggregated, annotated data makes different
interpretations of text corpora available, barriers still exist to investigating patterns and outliers in annotations of the text. Techniques
from text visualization can overcome these barriers, facilitating intuitive data analysis for NLP researchers and practitioners, as well
as stakeholders in NLP systems, who may not have data science or computing skills. In this paper we discuss challenges with current
dataset creation practices and annotation platforms, followed by a discussion of text visualization techniques that enable open-ended,
multi-faceted, and iterative analysis of annotated data.
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1. Introduction
In response to growing evidence of biases in machine learn-
ing models, such as classification (Dinan et al., 2020; Diaz
et al., 2018), topic modeling (Morstatter et al., 2018),
N-grams (Nobata et al., 2016), coreference resolution
(Rudinger et al., 2018), machine translation (Nekoto et al.,
2020), word embeddings (Caliskan et al., 2017; Bolukbasi
et al., 2016), search engines and information retrieval (No-
ble, 2018; Sweeney, 2013), and computer vision (Prabhu
and Birhane, 2021), efforts to uncover the source of such
biases have found biased training datasets to be a contribut-
ing factor (Prabhu and Birhane, 2021; Cao and Daumé III,
2020; Perez, 2019). The machine learning community has
moved towards ever-larger datasets, based on the assump-
tion that more data means more representative datasets
(Frické, 2015). In reality, the bigger the dataset, the more
difficult it is to ensure the data do not contain harmful rep-
resentations of people (Bender et al., 2021; Prabhu and
Birhane, 2021). The size of a dataset does not correlate
to how representative its data are because data must be
collected with instruments, and instruments are imperfect
(Bender et al., 2021; Welty et al., 2019; Frické, 2015).
Choices made regarding what data to collect and how to
collect them influence how well a dataset represents the
population it is meant to represent (D’Ignazio and Klein,
2020; Perez, 2019; Frické, 2015). Hutchinson et al. (2021),
Jo and Gebru (2020), Bender and Friedman (2018), and
Gebru et al. (2018) encourage new documentation prac-
tices to contextualize datasets and facilitate critical reflec-
tion on the implications of their use in models. Documen-
tation alone, however, cannot mitigate datasets’ biases and
resulting harms.
While documentation of a dataset provides valuable con-
textual information about why data were collected, how the
data are structured, and what the intended use of the data

are, documentation cannot replace analysis for understand-
ing the perspectives represented in a dataset. Methods for
studying which perspectives are and are not included in a
dataset have yet to be established. While methods such as
jury learning (Gordon et al., 2022) and perspective-aware
modeling (Akhtar et al., 2021) aim to incorporate more than
one annotator’s perspective in model development, they can
only incorporate perspectives that have been represented in
the annotation process.
For communities of people not involved in a dataset’s cre-
ation or annotation, existing approaches to creating and
analyzing datasets continue to exclude their perspectives.
In this paper, we encourage collaboration across the natu-
ral language processing (NLP) and text visualization com-
munities to diversify the perspectives considered during
dataset creation. Building on data perspectivism, which
advocates for the publication of non-aggregated, annotated
datasets (Basile, 2022; Basile et al., 2021), we propose ex-
ploratory text visualization techniques as a method for ana-
lyzing the different perspectives represented in and missing
from annotated data.
Though existing text annotation platforms incorporate data
visualizations, these platforms assume the aim of the anno-
tation process will be to reconcile disagreements to create
a single version of a dataset, or gold standard. This pa-
per presents exploratory text visualization techniques as a
complement to data perspectivism, aiming to improve the
quality of datasets for model training through analysis of
perspectives that are and are not represented in annotations.
We begin by defining three key terms used throughout this
paper (§2). Next, we summarize current practices for creat-
ing annotated datasets and their associated challenges (§3).
We then present techniques from the text visualization com-
munity that can address these challenges and advance data
perspectivism in NLP (§5). Lastly, we conclude with a
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summary of the paper and envisioned future work for anal-
ysis of non-aggregated, annotated text corpora (§6).

2. Definitions
Data Perspectivism We use data perspectivism as Basile
et al. (2021) define the term: “the adoption of meth-
ods that integrate opinions and perspectives of human sub-
jects involved in the knowledge representation step of ML
[machine learning] processes” (1). The Perspectivist Data
Manifesto expands on this definition with action points for
executing data perspectivism in NLP research: publishing
non-aggregated, annotated datasets and avoiding training
models on aggregated annotated datasets, often referred to
as gold standards (Basile, 2022).
Exploratory Search Drawing on information retrieval and
human-computer interaction literature, we use the term ex-
ploratory search to refer to an information seeking process
in which the information seeker’s task cannot be reduced to
a single question and answer. Exploratory search is distinct
from look up or querying search tasks (Athukorala et al.,
2015; Marchionini, 2006). During exploratory search, the
information seeker refines their questions as they become
more familiar with a topic. The answer to an initial ques-
tion often reveals new questions for the seeker to research.
Information retrieval and human-computer interaction liter-
ature characterizes exploratory search as multi-faceted, it-
erative, and open-ended (White and Roth, 2009), involving
mental processes of synthesis and evaluation to learn some-
thing new (Athukorala et al., 2015; Marchionini, 2006).
Stakeholders We refer to stakeholders of datasets, and
by extension machine learning models trained on those
datasets, as people who influence or are influenced by the
datasets. Drawing on the definition of stakeholders in NLP
research from Havens et al. (2020), we include “(1) the
researcher(s), (2) producers of the data, (3) institutions pro-
viding access to the data, (4) people represented in the data,
and (5) people who use the data” (110) in our use of the
term. Furthermore, as Bender and Friedman (2018) note,
we emphasize that a dataset’s stakeholders may or may
not directly interact with the dataset; people may be influ-
enced by a dataset even if they did not participate in its cre-
ation. Stakeholders may experience these influences posi-
tively, if they are given power or advantage over others, or
negatively, if they are oppressed or discriminated against
(D’Ignazio and Klein, 2020).1 For extensive discussion of
how stakeholders experience positive and negative impacts
from data, please refer to the books by Perez (2019), Noble
(2018), and O’Neil (2017).

3. Related Work
Existing annotation platforms assume the aim of the an-
notation process will be reconciling disagreements to cre-
ate a single version of a dataset, or gold standard. Many

1For example, Sweeney (2013) demonstrated how Google Ads
discriminated against people whose names are predominant in
black communities relative to names predominant in white com-
munities in the United States. This positively impacts job appli-
cants with stereotypically white names and negatively impacts job
applicants with stereotypically black names.

annotation platforms focus on supporting the actual an-
notation work: loading a text corpus, applying labels,
and adding notes explaining the labels (Pérez-Pérez et
al., 2015). Among the platforms that allow for annota-
tion workflow management more broadly, such as GATE
Teamware (Bontcheva et al., 2013), Argo (Batista-Navarro
et al., 2016), and Marky (Pérez-Pérez et al., 2015), the
focus is on the management of multiple annotators, fa-
cilitating annotation corrections and reconciliation. The
underlying assumption of these platforms is that annota-
tor disagreement should be minimized and one version
of a dataset will be created. These platforms thus have
limited support for a perspectivist approach, where re-
searchers investigate annotators’ disagreements and publish
non-aggregated, annotated data.
Though existing annotation platforms do provide helpful
data visualizations, the visualizations are explanatory rather
than exploratory. For example, GATE Teamware uses a
flow diagram for visualizing the annotation workflow and a
pie chart for visualizing annotation progress (Bontcheva et
al., 2013), and Marky uses a bar chart to visualize F scores
across rounds of annotation (Pérez-Pérez et al., 2015). As
explanatory visualizations, these diagrams and charts are
effective in their aim of explaining the annotation work-
flow, process, and agreement measures. However, they
cannot facilitate analysis of patterns and outliers in anno-
tators’ distinct approaches to labeling text. Such analysis
requires navigation between overviews and detailed views
of annotated text corpora, and comparative views of differ-
ent annotators’ labels to the same text. Existing annotation
platforms provide no way to study the inconsistencies in an
annotator’s labels, which could indicate uncertainty in the
text that cannot be represented with a single label; nor do
they provide a way to study outliers in annotators’ labels,
which could indicate perspectives that are underrepresented
in the data. Instead, existing annotation platforms support
practices that minimize inconsistencies and outliers.
For tasks that yield high variability among annotators, there
is value in maintaining annotators’ disagreeing labels (Da-
vani et al., 2022; Sang and Stanton, 2022; Basile et al.,
2021). Basile et al. (2021) propose “data perspectivism” as
particularly valuable for these annotation tasks, such as de-
tecting hate speech (Sang and Stanton, 2022), social biases
(Sap et al., 2020), or gender biases (Havens et al., 2022).
Data perspectivism incorporates multiple perspectives in
datasets intended for model training, keeping all annota-
tors’ representations of knowledge through the publication
of non-aggregated versions of the annotated text data. Rep-
resenting multiple perspectives in data is important because
interpretation of language changes across contexts, such as
different geographic locations and cultures (Sambasivan et
al., 2021), racialized ethnicities (Crenshaw, 1991), domains
(Basta et al., 2020), time periods (Shopland, 2020; Spencer,
2000), and people (Denton et al., 2021).
Data perspectivism aligns with “data feminism” (D’Ignazio
and Klein, 2020) which views data as situated and par-
tial. Data feminism draws on feminist theories’ rejec-
tion of universal knowledge in favor of multiple, different,
and equally valid perspectives (Harding, 1995; Haraway,
1988). The process of labeling text and documents, whether



75

with human annotators or classification models, inevitably
records, and thus gives power to, particular people’s per-
spectives while excluding others’ perspectives (D’Ignazio
and Klein, 2020; Bowker and Star, 1999). Though writ-
ing for the information sciences, the caution of Bowker
and Star (1999) remains relevant to NLP dataset creation
and model development: “each category valorizes some
point of view and silences another. This is not inherently
a bad thing–indeed it is inescapable. But it is an ethical
choice, and as such it is dangerous” (5). Publishing non-
aggregated, annotated data is the first step towards address-
ing the dangers of classification, making the data available.
That being said, the availability of data does not ensure its
accessibility (Mons et al., 2017).

4. Why Data Perspectivism Needs
Exploratory Visualization

Due to annotated text data’s (1) large size, (2) complexity,
and (3) variability, publishing non-aggregated, annotated
data does not ensure the data’s accessibility. Firstly, the
amount of annotations and text needed to train NLP mod-
els results in annotated datasets of such large size that they
cannot be reasonably expected to be manually reviewed.
Consequently, analyzing annotated text data requires skills
with particular data formats and programming languages,
excluding stakeholders in NLP systems who do not have
these skills from the data analysis process. Secondly, anno-
tation taxonomies are not standardized. Even for the same
task, multiple taxonomies may exist. For example, Dinan
et al. (2020) and Hitti et al. (2019) propose two differ-
ent taxonomies for the same task, classifying gender biased
language, that do not have a single category in common.
Thirdly, data formats for annotated text corpora vary. For
example, existing annotation platforms may output anno-
tated data as Plaintext (Stenetorp et al., 2012), CSV (Chew
et al., 2019), or JSON (Nakayama et al., 2018). The orga-
nization of annotated data within these file formats varies
according to each annotation platform’s design and each
project’s annotation taxonomy. As a result, anyone wishing
to review an annotated dataset must first learn how the an-
notations and original text are represented in particular file
formats. Though Plaintext, CSV, and JSON are not unusual
data formats, for stakeholders of a dataset without data sci-
ence or computing experience, these file format’s organiza-
tion of data may not be intuitive. Moreover, while docu-
mentation such as data statements (Bender and Friedman,
2018) provides valuable overviews of annotated datasets, if
a person aims to understand the perspectives that different
annotations communicate across a text corpus, data analysis
remains necessary. To complement the overview that doc-
umentation such as data statements provide, we encourage
NLP dataset creators to utilize text visualization techniques
when publishing non-aggregated, annotated data.
Within the data visualization community, numerous tech-
niques exist to explore text. For a comprehensive survey
of text visualizations, please refer to the survey of surveys
by Alharbi and Laramee (2019) or, for an interactive ex-
ploration, the Text Visualization Browser of Kucher and
Kerren (2015). Focusing specifically on opportunities be-
tween text visualization and text mining, Liu et al. (2019)

survey 4,609 papers and identify classification as underrep-
resented in text visualization papers relative to text mining
papers. The authors note an opportunity in text visualiza-
tion research to better study how to interactively visual-
ize the complexities of text classification processes. With
many publications of visualization techniques repeatedly
using the same selection of datasets that do not reflect the
complexities of more widely relevant or important datasets
(Kosara, 2018), we identify a mutually beneficial collab-
oration opportunity between the NLP and data visualiza-
tion communities. This collaboration could lead to “new
techniques for AI explainability” (Basile et al., 2021, 2-3),
contributing to the NLP and wider machine learning com-
munity, while also beginning to address the “ethical chal-
lenge in visualization...to visualize the provenance of data
and decision-making” (Correll, 2018, 7), contributing to the
data visualization community. The next section describes
specific techniques from text visualization relevant to ana-
lyzing non-aggregated, annotated data.

5. Exploratory Text Visualization
Techniques for Data Perspectivism

Recognizing the need to facilitate exploratory search of
non-aggregated, annotated data, we see an opportunity for
the NLP community to collaborate with the text visualiza-
tion community. As defined in §2, exploratory search refers
to an open-ended information seeking process in which the
questions guiding an information seeker are multi-faceted,
and the answers to those questions are put together iter-
atively (Athukorala et al., 2015; White and Roth, 2009;
Marchionini, 2006). Exploratory search requires collabo-
ration between computers and humans, as an information
retrieval system responds to the information seeker’s inter-
actions with it, and the seeker refines and tailors their inter-
actions with the system based on the information presented
to them (White and Roth, 2009). Interactive data visualiza-
tion facilitates such collaboration between computers and
humans (Hammer et al., 2013; Keim, 2002).
Interactive data visualization, specifically text visualization
for text data, provide techniques for visually representing
and interrogating non-aggregated, annotated text data:
(1) Large Size Exploring data visually makes use of hu-
mans’ “perceptual abilities” (Keim, 2002). For a person
exploring non-aggregated, annotated text datasets, visual
design cues such as color, transparency, and position draw
on the strength of human vision (Hutmacher, 2019) to com-
municate patterns and outliers in the annotations when pre-
sented at a high level, or zoomed out, overview.
(2) Complexity Providing manual interaction mechanisms
facilitates self-guided, iterative analysis. For a person ex-
ploring non-aggregated, annotated text data, interactions
with high- and low-level views of the data would facilitate
learning and comprehension of how different annotators in-
terpreted an annotation taxonomy. Notably, this learning
and comprehension would be based on the actual applica-
tion of the taxonomy’s labels to text, rather than an abstract
representation of text, for example, in vector space (which
Goldfarb-Tarrant et al. (2021) have demonstrated the limi-
tations of regarding offensive language in text).
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Figure 1: The Language Interpretability Tool by Tenney and Wexler et al. (2020) uses multiple coordinated views for
exploratory analysis of a model’s performance: “The top half shows a selection toolbar, and, left-to-right: the embedding
projector, the data table, and the datapoint editor. Tabs present different modules in the bottom half; the view above shows
classifier predictions, an attention visualization, and a confusion matrix.” (108). Figure reproduced with author permission.

(3) Variability Representing annotated text data visually
relies on human intuition rather than knowledge of math-
ematical or statistical concepts, or skills with a particular
data format or programming language (Keim, 2002). For a
person exploring non-aggregated, annotated text datasets, a
text visualization interface would facilitate efficient search
and analysis without requiring any prior knowledge or
skills in data science or computing. As a result, a more
diverse group of stakeholders in an NLP system could par-
ticipate in the analysis of annotated text corpora.
From among the many text visualization techniques (Cao
and Cui, 2016; Puretskiy et al., 2010) that exist, we
highlight two techniques particularly relevant to data per-
spectivism: multiple coordinated views and interconnected
terms. Multiple coordinated views combine multiple visual
representations of a text corpus at different levels of de-
tail, where interaction with one representation leads to cor-
responding changes in the other representations (Cao and
Cui, 2016). The Language Interpretability Tool (LIT)2 of
Tenney and Wexler et al. (2020), displayed in Figure 1, uses
multiple coordinated views to analyze a language model’s
performance. The visualization supports the three charac-
teristics of exploratory search:

• Multi-faceted A person can analyze multiple aspects
of a model’s performance at multiple levels of detail,
including the application of labels in the “Classifica-
tion Results” view, the attention of the model to spe-
cific terms in the “Attention” view, and the data on
which to study a model’s performance in the “Data
Table” and “Datapoint Editor” views.

2pair-code.github.io/lit/

• Iterative A person can iteratively refine their analy-
sis by selecting different subsets of data in the “Data
Table” view, or editing datapoints with the “Datapoint
Editor” view.

• Open-Ended A person is not guided toward a particu-
lar answer to a question; rather, a person can ask many
questions, each of which can have several answers.

Tenney and Wexler et al. (2020) state that the questions
guiding LIT’s design was: “What kind of examples does
my model perform poorly on? Why did my model make
this prediction? And critically, does my model behave con-
sistently if I change things like textual style, verb tense, or
pronoun gender?” (107). To answer these questions, peo-
ple can try numerous approaches, such as applying coun-
terfactual methods to change their data or iterating between
analysis tasks at different levels of detail, such as a selected
subset of passages in the “Data Table” view or higher-level
aggregate views of the model’s performance in the “Em-
beddings” view. The authors’ guiding questions are thus
exploratory in nature, suitable for an exploratory visualiza-
tion. For more examples of multiple coordinated views,
please refer to the work of Kim et al. (2021), Liu et al.
(2015), Isaacs et al. (2014), and Shutt et al. (2009).
Network, or node-link, graphs have been used to visual-
ize interconnected terms. NEREx, displayed in Figure 2,
visualizes named entities in a text corpus using a network
graph,3 where nodes represent entities and links represent
the distance between the pair of entities they connect (El-

3NEREx also contains five other visualizations.

pair-code.github.io/lit/
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Figure 2: NEREx (El-Assady et al., 2017) uses a network graph, called the “Entity Graph,” to provide an overview of text
data in a corpus, displaying named identities as nodes and their relationships as links. People can interact with the graph
and adjust the data it displays using the “Settings” pane displayed in the top right image. People can view the original text
with the “Detail” pane displayed in the bottom left image, which overlays color-coded highlights onto the text to indicate
associated words in the text and nodes in the graph. Figure reproduced with author permission.

Assady et al., 2017). The network of named entities sup-
ports the three characteristics of exploratory search:

• Multi-faceted A person can choose to study multi-
ple types of named entities, represented in Figure 2 by
color and icon, and study the relationship between the
entities, represented by the links between the nodes.
Longer links indicate greater distance between the en-
tities as they appear in the text corpus.

• Iterative A person can refine their search by filter-
ing the visualization using the “Settings” pane (Figure
2, top right), selecting particular entities, entity pairs,
or speakers; or a person can iterate between a detailed
view of the text using the “Detail” pane (Figure 2, bot-
tom right) and a distant view of the text as the network
graph (Figure 2, left).

• Open-Ended A person is not directed toward a par-
ticular question and answer. Instead, a person can ask
many questions and obtain many answers, such as get-
ting an overview of relationships between named en-
tities, studying the influence of particular people, and
analyzing the frequency of and relationships between
topics.

For analyzing non-aggregated, annotated text data, connec-
tions between terms in network graphs could be based on
labels annotators applied to the terms, where a link’s length
corresponds to the distance between two annotated terms.

Location clouds and lattice graphs also provide approaches
to visualizing interconnected terms in text visualization.
The Trading Consequences platform of Hinrichs et al.
(2015) includes a location cloud (Figure 3) to display
relationships between commodities and country names
over time. Adapting this visualization to exploring non-
aggregated, annotated data, an annotation label could be
searched instead of a commodity, and the decade columns
could be replaced with columns for each annotator of a cor-
pus, displaying the text spans to which each annotator ap-
plied the searched label. The lattice graph proposed for
machine translation and automated speech recognition sys-
tems (Figure 4) by Collins et al. (2007) provides another
example of visualizing interconnected terms. Adapting this
visualization to exploring non-aggregated, annotated data,
different annotators’ labels of a particular sentence or doc-
ument could be displayed above the sentence or document
running along the bottom of the visualization, instead of
alternative translations.

Though collaboration with the text visualization commu-
nity in support of data perspectivism may be new, exam-
ples of other interdisciplinary collaborations with the visu-
alization community exist as guides. Lingvis.io con-
tains a repository of projects focused on data visualiza-
tion for linguistics and machine learning. Interdisciplinary
work between the humanities and visualization communi-
ties demonstrates the value of collaboratively creating visu-
alizations, in addition to using the visualizations for anal-
ysis (Hinrichs et al., 2018; Jänicke et al., 2017). That

Lingvis.io
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Figure 3: In the location cloud by Hinrichs et al. (2015),
country names that appear in the text corpus in relation to
a commodity (“sugar” above) are visualized. The size of
a country’s name indicates the frequency of that country in
documents from the corresponding column’s decade. When
a country name is hovered over (“Mauritius” above), that
name is highlighted where it appears in all decades, facil-
itating easy comparison of how frequently it is mentioned
in relation to the searched commodity in the corpus. Figure
reproduced with author permission.

being said, interdisciplinary collaboration presents chal-
lenges due to different vocabularies, working practices, and
project timelines across disciplines. Hinrichs et al. (2017)
encourage critical reflection on the process of collabora-
tion when undertaking interdisciplinary projects, provid-
ing questions that can serve as a guide for such reflection
to support effective communication between people in dif-
ferent disciplines. For a broader summary of the benefits
and challenges to working across disciplines to collabora-
tively create data visualizations, please refer to the survey
of Jänicke et al. (2017).

6. Conclusion and Future Work
We have described how collaboration between the NLP and
visualization communities could facilitate exploratory anal-
ysis of non-aggregated, annotated datasets. Exploratory
analysis of these datasets would lead to better understand-
ings of the perspectives they represent, improving the trans-
parency of datasets’ documentation. Furthermore, by us-
ing exploratory analysis to identify perspectives that are
not represented in an annotated dataset, along with the per-
spectives that are represented, dataset creators will be able
to determine how to collect additional data that make their
dataset more representative of its stakeholders. Due to the
underlying motivation of existing annotation platforms (to
support the development of one aggregated dataset), the
platforms do not provide the exploratory search capabili-
ties necessary for such analysis.
The process of creating a dataset for NLP models inevitably
involves curation (Rogers, 2021). We encourage the NLP
community’s collaboration with the text visualization com-

Figure 4: Collins et al. (2007) demonstrate how visualizing
a machine translation system’s output as a lattice graph fa-
cilitates communication between people who speak differ-
ent languages. The transparency of each word’s rectangle
and the position of the words correspond to a model’s score
of its likelihood of being an accurate translation. Figure
reproduced with author permission.

munity to facilitate critical analysis of who and what are
included and excluded during dataset creation in support
of data perspectivism (Basile et al., 2021), as well as data-
centric AI (Press, 2021) and data feminism (D’Ignazio and
Klein, 2020). As approaches to incorporating more diverse
perspectives in datasets develop, the NLP community could
look beyond the text visualization community for collab-
oration opportunities. Jo and Gebru (2020) recommend
looking towards the archival sciences for guidance on data
collection and curation. More broadly, the gallery, library,
archive, and museum (GLAM) sector has extensive expe-
rience creating datasets and enabling their interoperabil-
ity across systems with metadata standards and supporting
infrastructures (RDA Steering Committee, 2022; Library
of Congress, 2021; Dunsire and Willer, 2014). Interdis-
ciplinary collaboration would lend value to datasets pub-
lished under the data perspectivism paradigm, facilitating
access to data for stakeholders outside the NLP and wider
machine learning communities.
We encourage the development of new platforms with inter-
active, exploratory text visualizations, in which data analy-
sis becomes an intuitive process relying on human vision,
rather than a person’s data science or computing skills.
Such platforms could lead to new insights about annota-
tions and empower of a more diverse group of stakeholders
to participate in data analysis. In future work we will cre-
ate an exploratory visualization for data published under
the data perspectivist paradigm, providing a use case for
multi-faceted, iterative, and open-ended analysis of non-
aggregated, annotated text data.
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