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Abstract

Socioeconomic status (SES) is a metric used
to compare a person’s social standing based
on their income, level of education, and occu-
pation. Students from low SES backgrounds
are those whose parents have low income and
have limited access to the resources and op-
portunities they need to aid their success. Re-
searchers have studied many issues and solu-
tions for students with low SES, and there is a
lot of research going on in many fields, espe-
cially in the social sciences. Computer science,
however, has not yet as a field turned its con-
siderable potential to addressing these inequal-
ities. Utilizing Natural Language Processing
(NLP) methods and technology, our work aims
to address these disparities and ways to bridge
the gap. We built a simple string matching al-
gorithm including Latent Dirichlet Allocation
(LDA) topic model and Open Information Ex-
traction (open IE) to generate relational triples
that are connected to the context of the stu-
dents’ challenges, and the strategies they fol-
low to overcome them. We manually collected
16 narratives about the experiences of low SES
students in higher education from a publicly ac-
cessible internet forum (Reddit) and tested our
model on them. We demonstrate that our strat-
egy is effective (from 37.50% to 80%) in gath-
ering contextual data about low SES students,
in particular, about their difficulties while in
a higher educational institution and how they
improve their situation. A detailed error analy-
sis suggests that increase of data, improvement
of the LDA model, and quality of triples can
help get better results from our model. For the
advantage of other researchers, we make our
code available1.

1 Introduction

An individual’s or group’s socioeconomic status
is defined as their social rank or class based on

∗These authors contributed equally to this work.
1Code may be downloaded from https://github.

com/MoRevolution/Low-SES_NLP

metrics such as educational attainment, economic
status and employment (Saegert et al., 2006). The
definition, however, is not limited to the aforemen-
tioned; socioeconomic status can also be linked to
factors such as a person’s quality of life and the
privileges that are available to some people in so-
ciety as opposed to others. When discussing such
topics, there is an obvious inequality that has to
be called out. Such inequality could manifest it-
self in the form of disparity in equal distribution of
health services (Dickman et al., 2017), unequal ed-
ucational outcomes (Morgan et al., 2009), resource
allocation (Aikens and Barbarin, 2008) and many
more.

Prior work in the social sciences (Terenzini et al.,
2001) (Rheinschmidt and Mendoza-Denton, 2014)
has repeatedly demonstrated that students of low
socioeconomic status, unlike their middle or high
SES peers, attain lower levels of education and
lack access to opportunities and resources that help
them succeed in post-secondary institutions. How-
ever, this same abundance of research is not present
in Computer Science and related fields such as NLP.
There is of course some work that has been done,
but most if not all of them incorporate the use of so-
cial science based structured data such as surveys,
questionnaires, and focus groups to make predic-
tions. For instance, a path based analysis of the
educational attainment of low-SES students (Lee
et al., 2008) and an analysis of STEM attitudes in
low-SES students using descriptive statistics, con-
firmatory factor analysis, Ordinary Least Squares
(OLS) regression, and path analysis (Ball et al.,
2019). Their approaches were almost purely com-
putational, but the data points they based their work
on were surveys—structured data.

Although it might seem that way, we are not try-
ing to denigrate work made using structured data
points in any way. In fact, structured data, such as
questionnaires and surveys, make the act of data
analysis straight forward because less time and re-
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sources are allocated to extract insights and bring
about meaningful results. On the other hand, set-
ting up surveys and interviews takes time, and the
volume of data is always an issue. So, the mo-
tivation of our work is twofold: (1) Address the
lack of research in Computer science, specifically
NLP, pertaining to educational outcomes as a con-
sequence of an individual’s socio-economic class,
and (2) use unstructured narratives from internet
forums (in our case Reddit) as a basis for our anal-
ysis.

To be more specific, we are identifying common
patterns of struggles faced by low-SES students in
higher education and how those same students at-
tempted to resolve their shortcomings. As opposed
to a close reading based approach which involves
subjective analysis of certain each narrative, our
whole approach is predicated on distant reading—-
gathering generalizable insights and patterns within
text in the most objective way possible. We use
Genims’ LDA model (Řehůřek and Sojka, 2010) to
extract generalizable topics within our corpus. We
then use Subject-Verb-Obejct (S-V-O) triples ex-
tracted by CoreNLP’s Open Information Extractor
(Manning et al., 2014) to provide the necessary con-
text behind the topic clusters identified by our LDA
model. For each narrative, our model produces a
set of S-V-O triples that reflect the challenges of
the student and solutions to them. These triples
are helpful for summarizing the content of the cor-
pus, for knowledge graph construction, in question
answering systems, and many other functions in ad-
dition to providing us with insightful information.

The paper is organized as follows. We start by
describing prior research (§2) on socioeconomic
status in relation to educational outcomes in order
to describe the motivation for our work. We then
describe our corpus (§3) and our methodology (§4)
for choosing specific data points. This is then fol-
lowed by our approach in topic modelling using
LDA and S-V-O relation extraction. We present the
results (§5) and make the limitations (§6) of our
work clear, which leads us to discussions of future
research. We conclude with our contributions (§7).

2 Related Work

In terms of educational outcomes in the realm of
post secondary education, the socioeconomic strata
into which an individual grew up has a direct cor-
relation with their final educational and career out-
comes (Jackson, 2018). Starting off, research has

revealed that prospective college students from low-
income families have restricted access to informa-
tion about college (Brown et al., 2016). This could
be information about financial aid, educational re-
sources, and vocational development. On top of
that, these same students are more likely to take
on higher student loan debts that surpass the of
national average (Houle, 2014). The aforemen-
tioned inequalities don’t even consider the neg-
ative impacts that lack of resources and support
have on the early literacy of these students (Buck-
ingham et al., 2013), their academic achievement
(Doerschuk et al., 2016), psychological outcomes
(McLaughlin and Sheridan, 2016), and career aspi-
rations (Diemer and Ali, 2009) of low-SES students
before they enroll in any higher educational institu-
tions. When they do enter these institutions, low-
SES students report a different sense of belonging
(Ahn and Davis, 2020), experience financial stress
that impedes their ability to succeed both academi-
cally and in social settings (Moore et al., 2021), and
attain dissimilar levels of education as compared
to their middle or high SES counterparts (Estep,
2016).

Previously mentioned research is also supple-
mented with multiple reports that address edu-
cational outcomes of low-SES students in post-
secondary education as a function of their social
class. One, for example, is College Board report
based on prospective student profiles and survey
data by Terenzini et al. (2001). It reports that
low-SES students are less likely to complete a four-
year degree once on an academic track, and are
less likely to pursue further education after a bach-
elors. They attribute this reason to a list of dis-
advantages that low-SES students must confront
when enrolling in higher education. Other work
has tackled educational outcomes and how they re-
late with class conditioned beliefs and social-class
stereotypes. Rheinschmidt and Mendoza-Denton
(2014) conduct 4 studies on students of diverse
socio-economic statuses, and they found evidence
that suggests that experimentally primed student
beliefs about personal characteristics such as in-
telligence, effort, and sense of accomplishment
predicted academic achievement in a college set-
ting as a function of class-based reaction sensitiv-
ity (Rheinschmidt and Mendoza-Denton, 2014).
Croizet and Claire 1998 extend the concept of
Steele’s stereotype threat, the risk of adhering to
negative stereotypes about one’s group (Steele and
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Aronson, 1995), to socio-economic backgrounds
as opposed to just racial and gender groups by the
manipulating the instructions of tests administered
to students of diverse SES in their study.

Some cross field research that combines the so-
cial science and Computer Science also address
the challenges and struggles that low-SES students
face in higher educational institutions such as uni-
versities and 4-year colleges. One body of work,
for example, addresses the challenges that under-
privileged students, such as those from low-SES,
face in integrating into post-secondary institutions
even with the higher levels of reported cultural
and socio-economic diversity in these institutions
(Álvarez-Rivadulla et al., 2022). It uses a mixed
method approach which involves an assortativity
coefficient and a mean degree constrained model to
test for preferential ties associated with attributes
within student groups and test if those ties were
related to the social class of students.

There is limited amount of prior work done on
low-SES students in a purely computational man-
ner. Those we manged to find relied on structured
data, such as surveys and questionnaires, for their
analysis. Lee et al. (2008) , for instance, utilized
a path based analysis model in order to investi-
gate the long-term academic progress of students
of low-SES. In this study, the ordinal variables ac-
quired from the National Educational Longitudinal
Study database were rescaled and linearized using
an optimal scaling procedure to then implement
a path analysis model. Another study, done by
Ball et al. (2019), applied Expectancy-Value The-
ory (EVT) on survey data from a predominantly
African American student district in southeastern
USA in order to investigate the negative attitudes
that students have toward STEM fields. Their ana-
lytical approach consisted of descriptive statistics
(to gain better contextual understanding of data),
confirmatory factor analysis (to confirm the inde-
pendent variables’ component structure within the
data), Ordinary Least Squares (OLS) regression
(to predict the potential of the EVT model and
emotional cost variables), and path analysis (to
understand the effects of the EVT constructs and
emotional cost variables). Another study by Titus
(2006) uses hierarchical generalized linear mod-
elling (HGLM) to analyze variables in national
survey data in order to understand the influence
of institutional spending and revenue on college
completion rates of low-SES students. To the best

of our knowledge, there is no prior work done on
low SES students in the field of NLP.

3 Data

As mentioned prior, we demonstrate our approach
on unstructured social media data from the internet
forum page Reddit 2. We were motivated to use
social media data for our preliminary work because
of two broad reasons: (1) the time and human re-
source constraints that we were working with, and
(2) the scarcity of computational research that used
unstructured data points. Since our topic entails the
collection of sensitive and private information from
students or alumni, either directly or indirectly, we
anticipated that surveys and interviews would be
time-consuming and challenging methods for gath-
ering data for our research. With such constraints in
mind, we decided to use Reddit as our preliminary
source of unstructured data narratives because its
users are able to express themselves in a relatively
unimpeded manner, and it provided narratives that
fit our qualifications best when compared to other
online-forums and social media sites. In addition,
the format of narratives we collected from Reddit
were written in prose; this is of high importance
to us since the approach we applied in our pre-
liminary study could, with slight modification and
improvement, be used for the next iteration of our
work.

In the process of data gathering on social me-
dia sites and online forums, our qualification for
a "good data point" were as follows:(1) the narra-
tives should have the experience of being from a
low-SES student and attending higher education
as a focus; (2) the narratives should be about the
struggles those students faced higher educational
institutions and/or how they overcome those strug-
gles, meaning no general commentary or advice;
and (3) the narratives should at least be a paragraph
long (150 words).

When looking for data, we found that Reddit
provided the most data points that fit our crite-
ria. Here are some Subreddits that we chose
to gather our data points from: r/AskReddit,
r/college, r/collegeadvice, r/science, r/psychology,
r/socialwork, and r/personalfinance. At this stage
of our research, we chose to manually search for
posts and comments using a list of manually cu-
rated keywords that was inspired by terms from our
related work section. Some keywords we used are:

2https://www.reddit.com/
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“can’t pay for school”, “imposter syndrome”, “col-
lege culture shock”, “struggled growing up”, “bro-
ken family”, and “first-gen in college”. We, how-
ever, came up with additional terms while search-
ing.

We collected 30 narratives written by low SES
students who discuss their monetary and familial
challenges. For instance, some students discuss
how they were raised without parental guidance,
in abusive homes, with drug addictions, and with-
out adequate financial support. They explain how
these circumstances had a negative impact on their
academic performance because they were forced
to turn to working night shifts or two jobs to make
ends meet, among other means of supporting their
education. We then filtered less relevant narratives
which didn’t adequately discuss the challenges
faced by these low-SES students. We believe the
narratives we chose represent the experiences of
low SES students because the students discuss how
low their household income is and how they were
attempting to improve their circumstances.

The final number of the stories ended up at 16,
and each one has an average of 15 sentences. We
updated the narratives by removing symbols and
personal identifying information (PII) before run-
ning our model on them. We decided not to dis-
close our data in order to maintain confidentiality
of the narrators. Besides, we are aware that making
our data public will make it difficult to secure the
narrators’ ability to edit or remove their narratives.

4 Approach

Our approach is based on this rationale: “If low
SES students documented their post secondary ed-
ucation experience in these narratives, then it is
safe to assume that they mentioned their struggles,
what factors contributed to those struggles, and
how those issues were resolved”. Based on this
rationale, we divided our approach into three parts,
LDA Topic modeling, S-V-O triple extraction, and
String Matching between the topic clusters and
triples. With Topic modeling, we were able to iden-
tify common struggles within the low SES student
community, factors such as poverty and lack of net-
working that contribute to such struggles, and solu-
tions suggested within these stories that worked to
alleviate these problems. S-V-O triples helped pro-
vide the necessary context behind the conclusions
made by the LDA model. The relevance of data
points between the S-V-O triples and topic clusters

produced by the LDA model were addressed by
string matching.

We first trained and optimized a Gensim LDA
Model on a pre-processed instance of the corpus
to obtain relevant topics with improved coherence
scores. Simultaneously, we used CoreNLP’s Open
Information Extractor to obtain S-V-O relation
triples from the raw texts of our corpus. Then,
we extracted the relevant S-V-O triples by string
matching between the topics and triples.

4.1 Topic Modelling

We divided our LDA model implementation into
three parts: (1) Pre-processing, (2) Topic Mod-
elling, and (3) Model Optimization and Tuning.

Pre-processing: Besides training and tuning our
model, we spent enough time on preparing the data
and optimizing our pre-processing techniques. We
emphasized on this step because our corpus was
sampled from an internet forum, and it therefore
contained more colloquialisms and contractions
than text sampled from a formal source. In addi-
tion, some of these preprocessing techniques help
remedy the lack of built-in lemmatization and di-
mensionality problems in our tf-idf algorithm. We
implemented the data pre-processing as follows.

• Tokenization and lemmatization: To
tokenize our initial corpus, we used
en_core_web_sm from spaCy (make bib
file for spaCy citation) to produce a doc
object with filtered parts of speech, remove
inflectional endings, and return the lemma of
words; we kept the nouns, adjectives, verbs,
and adverbs––the parser and name entity
recognizer were not used. We considered
Gensim’s simple_preprocess()3 to
discard tokens that are either too long or too
short, removed accent marks from all tokens,
and once again removed stop words and short
tokens after lemmatization was complete.

• N-gram implementation: For our imple-
mentation of N-grams we decided that Bi-
grams and Trigrams would be best based
on previous trails. The two aforementioned
N-grams were implemented using Genism’s
model.phrases.Phrases which we found to
work best on our data as opposed to manually
creating an N-gram function or using NLTK’s

3simple_preprocess parameters were set to deacc = True
and min_len = 3
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ngrams.4 We decided to set the parameters to
low values because larger values failed to ex-
tract important N-grams from our limited data
points. The N-gram implementation did not
work very well on our data. The corpus used
to train this model is a list of numerical bags
of words containing 869 items (words) with
their respective frequencies. Due to the highly
informal and verbose nature of the language
in our corpus, our demo algorithm prioritized
words that occurred quite frequently yet con-
tributed quite little to desired topics. There-
fore, we decided to use tf-idf as a weighting
factor in order to filter words in our corpus
based on their relevance.

• Tf-idf: Our tf-idf model is implemented us-
ing the Gensim tf-idf module. We modified
the input parameters for our data and experi-
mented with different “low values” to deter-
mine the best fit—other parameters were left
at default. We used the same bag-of-words we
considered for our demo model as a corpus
for our tf-idf model. Our tf-idf model checks
for words that occur with an ‘X’ threshold
(our low value); if a certain word within our
corpus occurs with a certain frequency that
lands it a tf-idf score below our low value
X, then the algorithm will assume that it is
so ubiquitous that it doesn’t provide much
value to our LDA model. The output from
tf-idf model is then a numerical list of bag
of words, which does not include words with
scores below our threshold and words with
zero scores. This output is then used to train
the LDA model. However, we are aware of
certain limitations of tf-idf in term weighing:
lack of built-in lemmatization and semantic
analysis, and inconsistent results when clas-
sifying non-uniform text.(Ramos et al., 2003;
Fan and Qin, 2018/05) This will be further dis-
cussed in our Limitations and Future Works
section.

LDA Modelling: We decided to choose Gen-
sim’s LDA model for topic modelling because it
did not require data labeling, which we did not have
the resources for, and it fits within our time con-
straints. The model was trained with parameters set

4model.phrases.Phrases’ parameters were set to min_count
= 2 (only for bigrams), threshold = 10 (for bigrams) and 2
(for trigrams). The rest were left at default.

Table 1: Some topics generated by our first LDA Model

Topic 1 Topic 2 Topic 5 Topic 7
lot feel work school

grow well job friend
also year school feel
poor school year make
well know graduate other

company most first connect
good push well never
career mom family work

industry only hard change
do student get tool

to num_topic = 10, chunksize = 2000, passes = 20,
iterations = 400, and eval_every = 0. Besides the
input parameters, the rest were either set to ‘auto’
or left at default.

Table 1 presents the top ten terms for four se-
lected topics after the model has been trained. For-
mally, the terms listed under the same topic in LDA
Modelling are quite similar, and we observe the
same trend in our model. For instance, Topic 1
seems to be about growing up poor and yearning
for a good career in some industry and Topic 7 is
about making connections with others at work and
school. When using topic coherence to evaluate the
semantic similarity between the top 10 words in
the topics, our model had a score of 0.44. We used
this score as a baseline for optimizing our model in
the section below.

Model Optimization and Tuning: We have de-
veloped two different models. Our first model only
used Gensim’s inbuilt version of the LDA algo-
rithm that uses Variational Bayes sampling method.
Although fast, Variational Bayes Sampling method
falls short in terms of precision, especially when
compared to the LDA Mallet’s Gibbs Sampling.
Initially, our goal was to replace our first LDA
model with the LDA Mallet model. However, we
decided against replacing our model for two tech-
nical reasons: (1)Third party wrappers in Genism,
which LDA Mallet was one of, were removed in the
Gensim 4.0 release, and we fear that rolling back to
older versions could introduce performance prob-
lems; and (2)The LDA Mallet model retains the
mallet path and prefix path of the exact system it
was trained on which makes it practically hard for
us to test the model on different a system that the
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model wasn’t initially trained on. 56

Instead of our initial optimization approach of re-
placing our Gensim LDA model with LDA Mallet,
we decided to tune the parameters to get better co-
herence scores. The two parameters we optimized
for were eval_every (for minimizing log per-
plexity), and num_topics (to improve coherence
scores while acquiring more subtopics).

Minimizing Perplexity: When minimizing the
perplexity score, we noticed that increasing the
parameter by just one factor, increased the train-
ing time by 2X and made it impractical to pursue.
However, we found that setting eval_every =
1 substantially improved the generalization perfor-
mance of the model (Blei et al., 2003). Therefore,
we decided that the value ‘1’ for eval_every
would be a good performance and output quality
compromise.

Optimal number of topics: To find the opti-
mal number of topics, we generated multiple LDA
models with varied number of topics ‘n’ and chose
the one with the highest coherence score to iden-
tify the ideal number of topics. This approach
was adopted from Prabhakaran’s article titled Topic
Modeling with Gensim (Python) (Prabhakaran,
2018). As in Prabhakaran’s approach, we used the
function compute_coherence_values that
trains multiple models and returns the models with
their respective coherence scores. Contrary to their
approach, we decided against using LDA Mallet
for the reasons mentioned above. We also modified
the parameters to match our previous model with
the modified eval_every value, and all other
parameters were left at default. 7

The number of topics ‘n’ marked at the peak of-
fers the best results, in our case this was 10 topics
with a coherence score of 0.47. Coincidentally, this
is the same number of topics we picked for our un-
optimized model by trial and error. As documented
by Prabhakaran, picking a higher ‘n’ value could
provide deeper insights with detailed subtopics, but
that wasn’t the case for us as the trend tends to drop
off as shown in the line graph above. We belive
this is because of the small number of data points
we used to train our model.

Comparing the topics generated by our topic-
5https://groups.google.com/g/gensim/c/

vVO0_t9jRUo/m/ZYFdq9_TBgAJ
6https://groups.google.com/g/gensim/c/

_VO4otCV6cU?pli=1
7compute_coherence_values parameters were set to start

= 2, limit = 40, step = 4, chunksize = 2000, passes = 20,
iterations = 400, and eval_every = 1

Figure 1: Coherence Score versus Number of Topics

number optimized model to our previous model,
the coherence score improved by 6.38%. The dif-
ference in coherence scores might not be as sub-
stantial, but the terms produced by each model
within a specific topic cluster are quite different:
not only in terms of shared words within a topic
cluster, but also in terms of how meaningful the
terms in the topic cluster were to our corpus. This
will be explored more in the results section.

4.2 S-V-O Triple Extraction

We used Stanford CoreNLP Open Information Ex-
traction tool to get S-V-O relation triples from each
narrative. Stanford CoreNLP has a tendency to
produce repetitive triples, therefore, we filtered the
triples using the SpaCy library (Honnibal et al.,
2020).

Triples extraction with CoreNLP: To get
the S-V-O triples from our data, we annotated
the content of the story line by line using the
client.annotate(line) function of Ope-
nIE. We then used the line[‘Subject’] +
line[‘Relation’] + line[‘Object’]
feature to get the triples of each sentence as a
string.

Triples filtering with SpaCy: To remove
the repetitive triples that we received from our
coreNLP model, we lemmatized the triples and
removed the stop words, and then compared pairs
of all the triples to check their similarity using the
Cosine similarity feature of SpaCy. If the similarity
score exceeds 0.8, the pair is added to a list of sim-
ilar pairs. Then we addressed the index of the first
triple in the pair and removed it. We repeated this
process using recursion until there are no duplicate
triples left.
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4.3 String Matching

Finding the triples that best capture the context of
the student’s difficulties and their solutions is our
ultimate objective, and finding the relevant topics
is the first step in accomplishing it. However, when
we examine the topics, we see that the majority of
them represent the contexts we are interested in.
We think this is as a result of the small size of our
corpus and the little number of topics produced.
Besides, the coherence score of the LDA model
is low, and therefore, all of the terms in a specific
topic are not much related to each other. So, if we
do not consider a specific topic, we increase the
chances of excluding related information. Thus, we
decided to consider all of the topics and compare
them with the triples extracted from the narratives.
We repeatedly went through each triple, looking
for any term that matched a topic on the list. If a
match is found, the triple is taken into account for
inclusion in the output list.

5 Results and Discussion

In order to evaluate our model, we first removed
the S-V-O triples that did not include any elements
related to low-SES, the issues that these students
face, or solutions to those issues. Then, we made
some inferences by comparing the triples we ob-
tained from our model with these filtered triples.
The detailed results are shown in Table 2 and a
sample output is shown in Table 3 generated by our
model from one of the narratives.

We showed the results of two different models,
one with a coherence score of 0.44 and the other
0.46. We expected to get better results from the
second model, but it turns out that our first model
outperformed the second. As our corpus contains
only 16 narratives, the generated triples from the
narratives are less in number. Therefore, with a
high coherence score, our model extracted gener-
alized topics which were not very helpful to filter
contextual triples from the narratives compared to
the first one. Additionally, we weren’t able to gen-
erate more useful topics without compromising the
relevance of topic clusters because of the small
number of data that our model was trained on.

If we look at Table 2, we see that in Model 1,
the matched triples are higher, more than 50% for
the most of the narratives. The highest matched
triples we found for narrative 6 which is 80% and
the lowest is for narrative 3 which is 37.5%. On
the other hand, the number of missed triples is also

lower for this model, lowest is 20% for narrative
6 and the highest if 62.5% for the narrative 7. Al-
though the number of missed triples is lower for
the first model when compared to the second, the
number of additional triples here are higher, 86 in
total for the 16 narratives. We notice that the first
model extracts more triples than the second one;
this is why we get more informative triples as well
as more additional triples than the other model.

Additionally, we notice that there are more
missed triples than matched triples in Model 2. The
lowest matched triples are for story 8, which had a
percentage of 20%. And the story with the highest
missed triples is story 8, with a percentage of 80%
missed triples. This model produces less additional
triples compared to the first model, which 77 in
total.

If we look at the sample output of our model in
Table 3, we see that our model successfully gen-
erated the triples that contain common struggles
of a student with low SES, for examples, having
an alcoholic mother, coming from a low income
family, and running out of money. Besides, some
triples provided information of how that student
improved his socio-economic status, for example,
saving money, working full time, and applying for
jobs.

6 Error Analysis and Future Work

Error analysis of the results found some issues and
limitations of within our methodology. These were
based on limitations of the tools and the quantity
of the data we utilized in our approach.

6.1 Data quality and quantity

We believe that the biggest constraint within our
present work is the quantity of narratives we used as
data points for our model. As mentioned in the (§3)
section, we found it difficult to manually search for
narratives that qualify as valid data points in our
research: we only had 16 data points to train our
models on. Many narratives we initially found were
either too short or strayed towards being informa-
tional posts instead of topically relevant narratives.
We believe the small quantity of data points con-
tributed negatively to the generalizability of our
LDA model.

Admittedly, all of our data hunting methods were
manual and were therefore subject to human biases,
were inefficient, and time consuming. We chose
to manually search Reddit instead of using a Web
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Model 1 Model 2
Narrative Matched Matched Missed Missed Addi- Matched Matched Missed Missed Addi-

Count % Count % tional Count % Count % tional

1 8 61.50 5 38.50 12 5 38.50 8 61.50 6
2 3 75.00 1 25.00 0 3 75.00 1 25.00 3
3 6 50.00 6 50.00 5 3 25.00 9 75.00 3
4 5 41.70 7 58.30 3 4 33.30 8 66.70 2
5 5 62.50 3 37.50 8 4 50.00 4 50.00 6
6 8 80.00 2 20.00 12 7 70.00 3 30.00 10
7 3 37.50 5 62.50 3 3 37.50 5 62.50 3
8 2 40.00 3 60.00 7 1 20.00 4 80.00 6
9 3 60.00 2 40.00 3 4 80.00 1 20.00 4
10 19 52.00 17 47.20 14 13 36.10 23 63.90 10
11 4 50.00 4 50.00 6 4 50.00 4 50.00 7
12 13 40.60 19 59.40 4 13 40.60 19 59.40 3
13 10 76.90 3 23.10 3 7 53.80 6 46.20 5
14 10 71.40 4 28.60 2 7 50.00 7 50.00 2
15 4 66.70 2 33.30 6 4 66.70 2 33.30 5
16 4 57.10 3 42.90 1 4 57.10 3 42.90 2

Average 6.7 57.7 5.4 42.3 5.6 5.4 49.0 6.7 51.0 4.8

Table 2: Performance of Model 1 and Model 2. ‘Matched’ denotes how many triples matched with the originally
annotated triples, ‘Missed’ denotes how many triples did not match with the originals, and ‘Additional’ denotes how
many triples are not present in the original annotated triples, but our model addressed them.

Sample output from Model 1
My mom struggling alcoholic
My mom was unable
My mom help out high school
residence halls was last minute option
I go to college
I come from low income family of substance abusers
it ’s headed my freshman year of college
me feel like I did not belong in school
I was working full time trying
My GPA was at time less than 2.3
I work to save
I work for year
my bachelor ran out money
I applied at_time past year with pandemic
my sober mom is in audience
I walking at_time time
you push through anything life

Table 3: The triples obtained from the first version of
our model

Scraping tools, such as Selenium 8 or Scrapy 9, for
two main reasons: (1) since narratives are unstruc-
tured in nature, we lacked data samples that we
could use as references for our filtering parameters
during web scraping; and (2) even with the use of
general keywords as filtering parameters, we don’t
have enough people on our team to go through
and check the qualifications and relevance of the

8https://www.selenium.dev/
9https://scrapy.org/

narratives presented to us by the scraping tool.
We now believe, however, that the results of our

primary work, after addressing some limitations in
our current approach, could provide us with sam-
ples or keywords that we could use to automate our
data collection methods. We also intend on using
the Pushshift Reddit API10 as a tool to search for
Reddit posts and comments, because it offers more
search and filter features as compared to Reddit’s
search bar. As mentioned before, a major reason
we did not automate our data collection process
was because of the problem of relevance, “How ap-
propriate are the narratives for our kind of work?”.
Sure, a web scraping bot could find posts and com-
ments with keywords that pertain to low-SES stu-
dents, but the posts and comments it finds might
not be as useful to us. To address this problem, we
propose using an LDA modelling as an additional
filtering layer that we could use for managing the
relevance problem.

6.2 Topic Modelling

6.2.1 Pre-Processing Limitations
To begin with, there are obvious limitations with
our preprocessing techniques that ought to be ad-
dressed, particularly with the tf-idf algorithm. The
most obvious constraint of tf-idf is that it does not
capture semantic relationships between words and
is also unable to check for co-occurence of words,

10https://github.com/pushshift/api
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given that it is based on a Bag of word model. To
improve the performance of our tf-idf model in
future iterations of our work, we plan to imple-
ment modified tf-idf weighing schemes used in text
classification such as Decision Trees, Rule-based
classifiers, Support Vector Machine (SVM) classi-
fiers and Neural Network Classifiers (Kumar et al.,
2015). Also, Dai’s work reveals the limitation of
a classic tf-idf approach when dealing with non-
uniform text. We attempt to address this in our
future work by using relative frequency algorithms
(Dai, 2018/05) and incorporating Naïve Byes for
improved class relationship classification (Fan and
Qin, 2018/05)(Qaiser and Ali, 2018).

We are also considering using Dynamic Word
Embeddings as a replacement for tf-idf as a weight-
ing algorithm. This will be dependent on the results
we get from modifying our current tf-idf model and
comparing it to how a language model such as
Google’s BERT (Bidirectional Encoder Represen-
tations from Transformers) will perform.

6.2.2 LDA Modelling
A key limitation of our LDA model is that it as-
sumes that no correlation exists between the words
and treats them as independent entities in a corpus.
In addition to this, LDA modelling lacks built-in
semantic analysis, which negatively affects the co-
herence score of our models. A good approach
to solve this problem would be to use knowledge
graphs such as Wikipedia 11 or ConceptNet 12 to
link correlated topics with each other. Synonym
relationships and name entity recognition could
also be helpful to encourage that similar words be
categorized in the same topic cluster.

An approach we are interested in implement-
ing was suggested by Xie et al. in their study
addressing the limitation of LDA models in de-
tecting word similarities. They attempt to over-
come this constraint by implementing a Markov
Random Field (MRF) regularized Latent Dirichlet
Allocation (LDA) model that incorporates word
correlations knowledge within a topic while still
providing flexibility for a word to be placed in
different topic clusters. Their work addresses the
topic relevance questions and importance questions
raised in research that attempt to tackle the same
word correlation problems of LDA.

Finally, we would also like to address the debate
between text classification vs LDA topic modelling

11https://www.wikipedia.org/
12https://conceptnet.io/

as a way to obtain insights from our corpus. In
essence, this is almost an argument between super-
vised versus unsupervised learning as our approach.
Without getting into the weeds of this debate, we
chose an unsupervised approach for the following
reason:

• Unsupervised learning is much less resource
intensive as compared to a supervised ap-
proach. Due to the lack of personnel on our
team to label each of the data points in the
corpus, a less resource intensive approach
in unsupervised learning seemed the most
appropriate—especially once we obtain more
data points to train our topic model.

6.3 S-V-O Triples

Although we filtered the repetitive triples generated
by Stanford CoreNLP, Stanford CoreNLP often
produces insignificant and less important triples.
We believe that using a better Open IE library can
result in better triples and better performance for
our model. And to expand the amount of mean-
ingful triples we get from our model, a possible
way would be to use a tool like WordNet (Fell-
baum et al., 1998) to get synonyms of the topics
we generated from our LDA model.

7 Contribution

This paper makes four contributions. First, we de-
velop a model that can generate relational triples
from narratives of the students with low SES;
which are important to get the insights of the life
experiences of the students, specifically their strug-
gles and strategies to overcome those struggles.
Second, we make a conclusion that we can employ
NLP tools and technologies to understand the un-
structured narratives of the students from low SES
background. Third, we make our code public to
the community. Finally, to the best of our knowl-
edge, there is no prior work done in NLP about low
SES students, our work will pave the way for other
possible NLP research in this area of study.
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