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Abstract

The detection of mental health conditions
based on an individual’s use of language has re-
ceived considerable attention in the NLP com-
munity. However, most work has focused
on single-task and single-domain models, lim-
iting the semantic space that they are able
to cover and risking significant cross-domain
loss. In this paper, we present two approaches
towards a unified framework for cross-domain
and cross-task learning for the detection of
depression, post-traumatic stress disorder and
suicide risk across different platforms that
further utilizes inductive biases across tasks.
Firstly, we develop a lightweight model using
a general set of features that sets a new state of
the art on several tasks while matching the per-
formance of more complex task- and domain-
specific systems on others. We also propose
a multi-task approach and further extend our
framework to explicitly capture the affective
characteristics of someone’s language, further
consolidating transfer of inductive biases and
of shared linguistic characteristics. Finally,
we present a novel dynamically adaptive loss
weighting approach that allows for more stable
learning across imbalanced datasets and bet-
ter neural generalization performance. Our re-
sults demonstrate the effectiveness of our uni-
fied framework for mental ill-health detection
across a number of diverse English datasets.

1 Introduction

Depression is a mental health condition character-
ized by low mood, energy and self-esteem (Amer-
ican Psychiatric Association, 2013). One of the
most serious effects of depression is the loss of
joy in life, which leads to an increased suicide risk
among people with depression.! However, due to
the social stigma surrounding depression, many
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people who suffer from it hesitate to seek help. Sui-
cide is one of the leading causes of death globally,
especially among young people: it is the second
most common cause of death among people aged
15-24.2 Post-traumatic stress disorder (PTSD),
which is characterized, among others, by symp-
toms of emotional outburst and negative thought,
may also co-occur with depression, and can be a
common response to PTSD sufferers.

There has thus been interest in the development
of natural language processing (NLP) models for
detection and/or prevention intervention. For ex-
ample, this has been the focus of multiple shared
tasks at the Computational Linguistics and Clinical
Psychology (CLPsych) workshops (Coppersmith
et al., 2015; Milne et al., 2016; Zirikly et al., 2019)
as well as the Audio/Visual Emotion Challenge
(AVEC) (Valstar et al., 2016; Ringeval et al., 2017,
2019).

However, previous work has tended to focus pri-
marily on a single domain and/or mental health
condition at a time. Each of the shared tasks listed
above were focused on a single dataset from one
domain; for example, the CLPsych 19 shared task
used only forum posts from Reddit. The top sys-
tems at these shared tasks also frequently made use
of domain-specific meta features such as the num-
ber of Reddit posts per time period, which were
found to be among the most informative in suicide
risk detection (Ruiz et al., 2019). Meanwhile, re-
search has shown a lack of generalizability across
datasets in classification models for mental health
NLP (Harrigian et al., 2020).

The goal of our research is to develop models
that can capture domain-independent and inter-
related characteristics of different mental ill-health
detection tasks, and generalize better. The novelty
of our work is in proposing an alternative way of
formulating the modeling of mental health condi-
tions, which is more robust and effective compared

Zhttps://save.org/about-suicide/suicide-facts/
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to existing approaches, and we believe can benefit
future research in this important task. We use En-
glish data from the CLPsych 2015 and 2019 shared
tasks, which were obtained from Twitter and Red-
dit respectively, as well as the Distress Analysis
Interview Corpus — Wizard of Oz (DAIC-WOZ)
(Gratch et al., 2014), which consists of interview
transcripts. Our open-domain setup precludes the
use of domain-specific features such as the meta
properties previously mentioned, as well as audio-
visual cues from DAIC-WOZ interview recordings
which may not always be available (e.g., due to user
privacy concerns over voice and speech analysis).

To validate the general applicability of our ap-
proach, we experiment with two different types of
approaches: 1) we develop novel multi-task learn-
ing architectures using a dynamically adaptive loss
weighting scheduler that we show can lead to more
effective learning across tasks/domains; and 2) we
develop lightweight and interpretable models that,
in contrast to the task-specific architecture and fea-
ture engineering used by many top shared task sub-
missions (Mohammadi et al., 2019; Matero et al.,
2019; Williamson et al., 2016), utilize a cross-task
and cross-domain linguistic space that sets a new
state of the art on several tasks while matching the
performance of more complex task- and domain-
specific systems on others.

To the best of our knowledge, this is the first
approach towards a unified framework for open-
domain (cross-domain) detection of different types
of mental health conditions (cross-task).

2 Data & related work

We use data from two CLPsych shared tasks (Cop-
persmith et al., 2015; Zirikly et al., 2019), as well
as the DAIC-WOZ corpus (Gratch et al., 2014)
used in the AVEC challenges (Valstar et al., 2016;
Ringeval et al., 2017, 2019), summarized below.
While there has been little research in the develop-
ment of cross-domain mental health models, there
has been some effort to develop multi-task ones.
These include models for different mental health
conditions (anxiety, schizophrenia, panic, eating
disorders) (Benton et al., 2017), or the use of aux-
iliary linguistic tasks such as figurative language
detection (Yadav et al., 2020). However, all of the
methods focus on a single domain (Twitter) and
therefore capture a limited part of semantic space,
whereas we focus on cross-domain methods that
generalize across datasets.

2.1 CLPsych 15

The CLPsych 2015 shared task dataset (Copper-
smith et al., 2015) was created by identifying Twit-
ter users with depression or post-traumatic stress
disorder (PTSD), based on whether they had pub-
licly tweeted a diagnosis for either of these con-
ditions. Each user is paired with an age- and
gender-matched control, as estimated using the de-
mographic classification tool from the World Well-
Being Project (Sap et al., 2014). Up to the 3000
most recent tweets, excluding the original tweet
of diagnosis, were collected for each user. The
distribution is summarized in Table 4 in Appendix
A.l.

The organizers set three binary classification
tasks at the user level across each of three classes:
CD (control vs depression), CP (control vs PTSD)
and DP (depression vs PTSD). The best submis-
sion used supervised topic modelling and linear
SVMs (Resnik et al., 2015).

2.2 CLPsych 19

The University of Maryland Reddit Suicidality
Dataset (Version 2), used for CLPsych 19 (Zirikly
et al., 2019; Shing et al., 2018), is made available
with the assistance of the American Association
of Suicidology. It contains the Reddit post his-
tory of 11,129 control users and another 11,129
users who have posted in r/SuicideWatch, a sub-
reddit dedicated to supporting users who had or
have suicidal thoughts. Of these users, 1097 were
randomly sampled for annotation, with 993 anno-
tated by crowdsourcing. These were then split into
a training and test set as shown in Table 5 in Ap-
pendix A.1. Suicide risk has been annotated from
‘None’ to ‘Severe’ (given as character labels from
‘a’ to ‘d’).

The shared task organizers set three four-way
classification tasks at the user level with different
goals and restrictions on which posts may be used
for classification: Task A: assessing a user’s risk
based on posts in the SuicideWatch reddit (typi-
cally a few posts per user); Task B: similar to Task
A, but now all user posts, including those outside
the SuicideWatch subreddit, may be used; Task C:
this task is about screening users who may be at
risk based on general posts (i.e., all posts except
SuicideWatch posts may be used).

The best model on CLPsych 19 Tasks A and
C used an SVM meta-classifier on top of eight
sub-models based on CNN, RNN, bi-GRU and bi-



LSTM layers (Mohammadi et al., 2019). The sub-
models utilized pretrained GloVe and ELMo word
embeddings to produce user-level representations
from user posts. An attention mechanism weighted
each post based on their expected importance in
predicting suicide risk. Finally, a fusion compo-
nent weighted the user representations produced
by each sub-model and then the SVM output the
final predictions based on the weighted representa-
tions. The best model on CLPsych 19 Task B used
various user-level post statistics (e.g., average uni-
gram length, average unigrams per post) as well as
information about the specific subreddits the users
posted in, and processed posts separately based
on that information. They also included a set of
subreddit features, including one derived from pop-
ular subreddits, and one derived from subreddits
distinctive of high-risk users.

2.3 DAIC-WOZ

The Distress Analysis Interview Corpus — Wiz-
ard of Oz (DAIC-WOZ) (Gratch et al., 2014) con-
sists of transcribed interviews with veterans of the
U.S. military and members of the general public
from the Los Angeles area. The interviews were
conducted using a virtual avatar controlled by a
human interviewer, and then automatically tran-
scribed with IBM Watson. The corpus includes
Patient Health Questionnaire-8 (PHQ-8) scores for
each participant as well as binary labels indicating
depression. We utilize the binary labels and predict
depression as a classification task. Although the
corpus includes audio recordings and visual infor-
mation such as facial and pose data, we opt not
to make use of either audio or interviewer turns
in DAIC-WOZ as we focus on modelling cross-
domain user texts and task generalizability.

The best shared task classifier for DAIC-WOZ
achieves 70% F1 (Williamson et al., 2016), in a sub-
mission to the AVEC 2016 challenge (Valstar et al.,
2016). The approach used an ensemble model fus-
ing predictions from audio, video, and semantic
(text) features (e.g., task-specific audio features
such as loudness variation and vocal tract physiol-
ogy features). The authors also modeled the joint
dynamical properties across facial action units us-
ing the video features, as well as included inter-
viewer prompts in the text features, which they
found to be more informative than user text alone.

2.4 GoEmotions

Previous work has found that fine-grained bag-of-
emotions are useful features in depression detection
in Reddit posts (Aragdn et al., 2019). We extend
the use of affective features across domains and dif-
ferent mental health conditions either in the form
of lexicon-based emotion features (Section 3.1) or
via the addition of an emotion detection auxiliary
objective, GoEmo (Section 3.2), using the GoEmo-
tions (Demszky et al., 2020) dataset. GoEmotions
comprises around 58, 000 Reddit comments manu-
ally annotated using a fine-grained taxonomy of 27
emotions plus ‘neutral’, including a wide range of
positive, negative and ambiguous emotions such as
‘realization’. We use the released training, devel-
opment and test splits,> consisting of 43410, 5426,
and 5427 examples respectively. The number of
examples per class ranges from over 5000 for the
most frequent (‘admiration’), to around 100 for the
least frequent one (‘grief”).

2.5 Speaker characteristics

The datasets used are not necessarily balanced for
representation. While the exact demographic la-
bels are unavailable, CLPsych 15 is estimated to
be roughly 80% white and nearly 90% female
(Aguirre et al., 2021). Meanwhile, Reddit is es-
timated to be dominated by American users, which
comprised nearly 50% of site traffic in 2020,*
mostly male and under 25, according to a 2016
Reddit survey.’ Therefore, it is likely that CLPsych
19 and GoEmotions, which are both collected from
Reddit, follow similar demographic characteristics.
DAIC-WOQZ features interviews with U.S. mili-
tary veterans and residents of the Los Angeles area
(Section 2) and thus was designed to specifically
represent these social groups. However, in contrast
to the CLPsych datasets, the gender distribution is
approximately balanced between male and female
(no other genders are declared in the dataset).
Overall, the corpora we use are dominated by
young, male, North American users of social media.
However, we note that annotator characteristics
may differ. GoEmotions was annotated by native
English speakers from India, while CLPsych 19
was annotated by crowdworkers from around the

3https://github.com/google-research/google-
research/tree/master/goemotions/data

*https://www.statista.com/statistics/325 144/reddit-global-
active-user-distribution/

>https://www.reddit.com/r/dataisbeautiful/comments/
5700sj/ octhe_results_of _the_reddit_demographics_survey/



world on CrowdFlower.

3 Models

3.1 Lightweight feature-based model

Feature-based models have been shown to achieve
state of the art results on various mental ill-health
detection tasks, while can facilitate model inter-
pretability, which is crucial in high-stakes areas
such as mental health. We focus on the develop-
ment of such a lightweight approach that further-
more captures shared and generalizable properties
across tasks and domains. In contrast to the task-
specific architecture and feature engineering used
by many top shared task submissions (Mohammadi
et al., 2019; Matero et al., 2019; Williamson et al.,
2016), we utilize the datasets’ development sets to
identify the most effective set of domain-invariant
features.

Our best model uses tf—idf word unigrams, char-
acter (2,4)-grams, and part-of-speech (POS) tags
based on NLTK’s POS tagger (Bird and Loper,
2004). Inspired by previous work, we also add the
following count-based features: first-person singu-
lar pronouns which have been identified as more
frequently used among depressives (Al-Mosaiwi
and Johnstone, 2018) across demographic lines (Ed-
wards and Holtzman, 2017) due to increased self-
focus (Wolohan et al., 2018; Brockmeyer et al.,
2015); first-person plural pronouns (although de-
pressed people might use the first-person singu-
lar more often, they might not necessarily express
as much social engagement; De Choudhury et al.
(2013)); words reflecting absolutist thinking (Al-
Mosaiwi and Johnstone, 2018) such as ‘always’,
as cognitive rigidity has been linked to suicidal
ideation (Ellis and Rutherford, 2008).

We also calculate sentence-level sentiment
scores using NLTK’s VADER tool (Hutto and
Gilbert, 2015) and include the average over all
sentences; as well as emotion features based
on the NRC Word—Emotion Association Lexicon
(EmoLex) (Mohammad and Turney, 2013; Mo-
hammad, 2011; Mohammad and Yang, 2011; Mo-
hammad and Turney, 2010). EmoLex comprises
eight emotions — anger, anticipation, disgust, fear,
joy, sadness, surprise, trust — as well as negativity
and positivity sentiment dimensions. To identify
the most predictive affective characteristics of text
among those 10 features, we perform grid search
on the development data, find anger, joy, surprise,
positivity and negativity to be the most discrimina-

tive, and include these in our final model.®

We experiment with two lightweight models,
support vector machines (SVMs) (Cortes and Vap-
nik, 1995) and gradient-boosted decision trees (GB-
DTs) from XGBoost (Chen and Guestrin, 2016).
During tuning, we find the latter to give the best
performance (between 3-20 F1 points difference)
and we therefore choose this for our experiments.

3.2 MT-DNN model

We develop a multi-task deep neural network (MT-
DNN) (Liu et al., 2019¢,b; He et al., 2019; Liu
et al., 2019a; Jiang et al., 2020; Liu et al., 2020;
Wang et al., 2019; Cheng et al., 2020) " to directly
leverage inductive transfer between our tasks. Our
model consists of a pre-trained shared encoder fol-
lowed by separate task-specific layers. We use
the uncased English BERT 5 4 5 model provided
by Hugging Face (Devlin et al., 2019; Wolf et al.,
2020) as the encoder shared across the different
datasets, encode the most recent 512 tokens® and
use the [CLS] token as the post embedding for
classification. The task-specific layers consist of
a linear layer with either a sigmoid or softmax
activation for the multi-label (GoEmotions) and
classification tasks respectively, and the model is
optimized using (binary) cross entropy. The shared
encoder makes up the bulk of the MT-DNN model,
with around 110 million parameters.

The various datasets differ greatly in the number
of examples per class. We find that running the
model for 30 epochs ensures that all have had a
chance to converge.” This is further discussed in
Section 5. To improve stability, we accumulate
gradients over 3 steps during training, using a batch
size of 16. We manually tune the learning rate to
9e-5 on the development set using the Adamax
optimizer (Kingma and Ba, 2017).

Adaptive loss weights The different datasets
have different distributions and learning curves,
making it difficult to determine an appropriate stop-

®The use of the two sentiment scores improved perfor-
mance further to the averaged VADER scores; we surmise
this is due to the more fine-grained information added via the
explicit counts of positivity and negativity expressed in a post.

"https://github.com/namisan/mt-dnn

8Word boundaries were respected, i.e., if the n most recent
words have a subtoken length greater than 512, then only the
(n — 1) most recent words were used.

930 epochs takes around 2 hours to train the multi-task
model on a Tesla P100 on CLPsych 15, CLPsych 19 and DAIC-
WOZ. Adding GoEmotions (substantially more examples than
any of the other tasks) increases runtime to around 4 hours.



ping criterion for the multi-task model. While
we can train the model until the slowest task has
peaked on the development data (as mentioned
above), this is likely to lead in overfitting for the
other tasks. On the other hand, sequential training
of tasks runs the risk of catastrophic forgetting. To
mitigate this, we weight the losses of each task in
the multi-task model, and propose an approach that
dynamically adapts the weights based on whether
a task has reached convergence or not.

We start by initializing the weights to 1, and set
patience P to 3 epochs if the development F1 im-
proves at the end of each epoch. If a task stops
improving but has already reached 90% of a pre-
determined target performance 7', its loss weight
is gradually reduced by 0.1 with a lower bound
of 0.5 to ensure it is always weighted at least as
much as the auxiliary emotion task (see below). On
the other hand, if a task has not improved over P
epochs and has yet to reach 50% of the target per-
formance, its loss weight is multiplied proportional
to %, where S refers to the current performance,
up to a maximum of 1.5 times.

We experiment with two different ways of set-
ting the target performance that a model should
reach before its loss weight is adjusted: Adapt-
Fixed that uses a fixed target performance thresh-
old of 80% F1 for each task (we manually tuned
this on the development set and found this to per-
form best); Adapt-Variant where the target for
each task is set separately. Here, we first complete
an initial MT-DNN run with all tasks and constant
weights. The individual task target performance
threshold is then the best development F1 achieved
for that task at any epoch. To assess the effec-
tiveness of our weighting approaches, we further-
more report results without adaptive loss weights,
referred to as Constant, but where all tasks are
equally weighted and each weight is set to 1. The
only exception to the above is the auxiliary emotion
detection task, GoEmo, for which the loss weight
w is downweighted and fixed at 0.5 to prioritize
performance on the mental health tasks. We found
that the model converged to roughly the same F1
score on GoEmo as when w = 1.0, but resulted in
better performance on our main tasks.

While existing multi-task approaches may
adapt the scheduler such that texts from under-
performing tasks are selected more often (Jean
et al., 2019), sampling tasks effectively presents
a challenge in our setting, characterized by high

variation in class distribution and dataset sizes. The
latter range from thousands of examples per class
(GoEmotions) to less than a hundred (DAIC-WQOZ).
Our approach presents a simpler alternative to ame-
liorating this problem that does not rely on explicit
data manipulation but rather directly exploits the
learning patterns of a given model. '’

3.3 Single-task baselines

We include single-task BERT-based baselines
trained on each of the datasets separately, using
a linear schedule with 20 warmup steps, a learning
rate of 5e-5, a batch size of 16, and no gradient ac-
cumulation. The models are trained until F1 does
not improve on the development data over 3 con-
secutive epochs and the best model is selected.

4 Results

Experimental setting For DAIC-WOZ and
GoEmotions, we use the published train/dev/test
splits. Since CLPsych 15 and 19 did not include a
development set, we put aside 10% of the training
sets (randomly selected and stratified by class) for
development. Both approaches use the same data
and are tuned across the task development sets. We
evaluate model performance using macro F1. For
CLPsych 15, we also report precision separately,
as this was the primary evaluation metric of the
shared task. We also report F1*, the official met-
ric for CLPsych 19 Task C, which is F1 computed
without the lowest risk class (‘a’).

Feature-based model In Table 1, we can see that
the Feature Model achieves, overall, a high perfor-
mance across tasks using its set of domain-invariant
features for predicting the different types of mental
health conditions. We report macro-F1 for all tasks,
along with precision for the CLPsych 15 tasks (the
official evaluation metric used), and F1* (without
class ‘a’) for CLPsych 19 task C (the task’s offi-
cial evaluation metric). F1 was not reported for
the CLPsych 15 shared tasks, but we have rather
estimated it () based on the reported precision and
ROC curve. However, we can calculate the average
macro-F1 performance across tasks for our models
(last column; based on the F1 value for Task C).
We can see that our performance comes close to or
surpasses the best shared task results on all tasks

%While other approaches to scheduling can be investigated
(e.g., Kiperwasser and Ballesteros (2018)), our main aim is to
demonstrate the validity and robustness of a unified approach,
and therefore leave this for future work.



CD CP DP A B C DW | Avg
Model F1 Prec | F1 Prec | F1 Prec | F1 F1 F1 F1* | F1 F1
Shared Task 84T 86 [87T 89 [69T 83 [48.1[47.0]- 26.8 [ 70.0 | —

Feature Model 80.2 87.8 921 949 | 83.7 863 | 479 | 33.4 | 312 240 | 68.1 | 62.4
Single Task 528 623|697 67.8 |61 71.1[41.1 252333 19.0 | 41.9 | 46.4

epoch ) (5) ORIV IEY) (3) | (13)

Constant 571 519 [ 627 627 ]56.1 689|463 (23.7]29.1 13.7] 468|459
Adapt-Fixed 575 531|597 648 |57.1 773 |47.5|275|33.0 182 58.1 | 48.6
Adapt-Variant 56.1 50.0 | 61.6 63.4|539 714|505 |27.3|323 17.1|40.0 | 46.0
Constantg,Emo 583 527 | 646 682 ]58.1 69.4]388|30.8]359 22.147.0]47.6
Adapt-Fixedgopmo | 57.9 534 | 62.7 62.7 | 58.7 725|493 | 27.7 | 335 187 | 60.5 | 53.6
Adapt-Variantgopm, | 57.0 53.2 | 62.6 63.8 | 58.0 74.7 | 48.6 | 27.6 | 33.0 182 | 63.2 | 50.0

Table 1: Model performance across datasets: CD, CP and DP from CLPysch 15; Tasks A, B and C from CLPsych
19; and DW, the binary classification task on DAIC-WOZ. We report macro-F1 for all tasks, along with precision
for the CLPsych 15 tasks (the official evaluation metric used), and F1* (without class ‘a’) for CLPsych 19 task C
(the task’s official evaluation metric). F1 was not reported for the CLPsych 15 shared tasks, but we have estimated
it (1) based on the reported precision and ROC curve. However, we show the average macro-F1 performance across
tasks for our models (last column; based on the F1 value for Task C). Shared Task represents the current state-of-
the-art performance. ‘Feature Model’ is our feature-based baseline, while ‘Single Task’ is BERT fine-tuned to each
task individually, also showing the epoch at which training was halted according to our early stopping criterion (see
Section 5). ‘Constant’ is the multi-task model without adaptive loss weights; Adapt-Fixed and Adapt-Variant refer
to the different versions of our adaptive loss weighting algorithm. ‘GoEmo’ indicates the addition of the emotion
objective using the GoEmotions dataset. The best performance in each column is highlighted in bold.

except Task B, where we did not make use of addi-
tional contextual information about the subreddit
the post belongs to (Matero et al., 2019).11

Single-task baselines We can see that the single-
task BERT baselines failed to outdo the best shared
task scores on all tasks, performing especially
poorly on CLPsych 15 (CD, CP, DP).!?

MT-DNN The baseline multi-task model, Con-
stant (without use of adaptive loss weighting),
showed mixed results with F1 improvements in CD,
A and DW, but decreases compared to the single-
task model on the other tasks. This confirms the
need for a unified (neural) approach that directly
takes into account the training dataset distributions
and learning curves. Our adaptive loss weight al-
gorithms, Adapt-Fixed and Adapt-Variant, attempt
to ameliorate this. Specifically, we find that Adapt-
Fixed can balance the performance across multiple
tasks and achieve better overall performance (avg

Since subreddits are typically organized around common
interests or shared experiences, these provide valuable contex-
tual information about a person’s background. For example,
we might deduce that someone who frequents the ‘ukpolitics’
subreddit most likely lives in the UK and is interested in poli-
tics. Such information however is not always readily available
in other social media such as Twitter, where tweets are posted
on users’ walls instead of being organized into sub-forums.

"2To test whether this can be attributed to the BERT text
length restriction, we experimented with additional models
such as longformers (Beltagy et al., 2020); however, BERT
was nevertheless found to perform best.

F1) compared to both the single-task and Constant
counterparts, contributing to an effective unified ap-
proach. On the other hand, Adapt-Variant is on par
with Constant. The effectiveness of Adapt-Fixed
can be attributed to the fact that it enforces learning
to a certain (high) level of performance for each
task, as opposed to Adapt-Variant that has a less
strict approach to learning performance thresholds.

Adding emotion detection (GoEmo) as an aux-
iliary task leads to overall improvements (avg F1).
Comparing the Constant variants with and without
GoEmo, we see the largest improvements in Tasks
B and C of 7.1 and 8.4 F1 points respectively. This
can be explained by the fact that both the GoE-
motions and CLPsych 19 datasets were collected
from Reddit (however, it seems that the dataset
generalizes more poorly to Task A, which was col-
lected only from one specific subreddit). Overall,
we observe again that Adapt-Fixed achieves the
best performance across the neural models, with
particularly large improvements in Task A as well
as DW of 10.5 and 13.5 points respectively.

5 Discussion

MT-DNN vs. Feature Model The feature-based
model showed the best performance across all
tasks utilizing its set of domain-invariant features,
demonstrating that they share a common linguis-



Model CD |[CP |DP | A B C DW | Avg
Constant 60.5 | 65 70.5 | 49.5 | 29.9 | 33.6 | 53.8 | 48.1

epoch 10) | (A3) | 5) | A7) | (16) | (16) | (20) | (12)
Adapt-Fixed 57.5|59.7|57.1 475|275 33 58.1 | 48.6
ConstantgoEmo 58.5 | 65.7 | 70.7 | 51.6 | 32.9 | 36.8 | 59.3 | 49.5

epoch ® @ |G |6 a0 |@ ||
Adapt-Fixedgogmo | 57.9 | 62.7 | 58.7 | 49.3 | 27.7 | 33.5 | 60.5 | 53.6

Table 2: The highest F1 attained by Constant and Constantg, zmo for each of the tasks separately, together with the
epoch at which this is observed. The epoch with the best average F1 score is included under ‘Avg’. For comparison,
the Adapt-Fixed (with and without GoEmo) results at epoch 30 are reproduced from Table 1.

adaptfixed A
constant_A
| — adaptfixed_B
--- constant_B

- adaptfixed_C
40 --- constant_C

F1
\

1‘5
Epochs

Figure 1: F1 score during training for 30 epochs for
each task in CLPsych 19 for the Constant (dotted) and
Adapt-Fixed (solid) models. The graphs for all datasets
are reproduced in the Appendix A.4.

tic/feature space.'> Therefore, using a multi-task
model should theoretically enhance performance
by allowing the shared encoder to simultaneously
learn features at different levels of abstraction from
all tasks at once. However, the Constant model
achieved a lower average F1 score than the single-
task BERT variants. This can be attributed to the
difficulty of balancing the performance of multiple
different tasks, where each have different learning
schedules. While Adapt-Fixed provides a solution
to this, it seems that, overall, there is scope for
improvement on bridging the gap between feature-
based and neural approaches for this task.'* To bet-
ter understand the effect of Adapt-Fixed on neural
performance, we perform a detailed analysis below,
illustrating the challenges in balancing different
tasks and datasets within the neural approach.

Adaptive loss weighting analysis The adaptive
loss weighting algorithm is motivated by the very
different learning schedules of the different tasks.

3Running a set of ablation studies, we find tf—idf unigrams,
char ngrams and POS ngrams to be highly predictive.

“Notably, the neural model outperformed the feature-based
model on Task A, where it also outperformed the state-of-the-
art. As the most specialized task, consisting only of posts
related to mental health, it is likely that Task A benefitted the
most from information learned from the other related tasks.

As can be seen in Table 1 (row epoch), the single
task models were all stopped at different epochs
for the different tasks, ranging from 2 epochs for B
to 13 for DW. The difference in learning schedules
is amplified in the multi-objective MT-DNN model.
In Table 2, we report the highest F1 attained by
the Constant and Constant, gm, models for each
of the tasks separately, together with the epoch at
which this is observed. We can see that the best
individual task F1 occurs at different epochs but
with a wider spread. These range from 5 to 20 and
from 4 to 24 for the Constant and Constantg,gmeo
models respectively. Therefore, in order to ensure
the model is able to learn all tasks, we train it for a
total of 30 epochs (compared to around 5 typically
used for BERT (Devlin et al., 2019)), additionally
utilizing the adaptive loss weighting algorithm to
reduce overfitting.

In Section 4, we noted that the Adapt-Fixed mod-
els generally improved both single task as well as
average F1 after 30 epochs of training. In Table
2, we can also see they outperform the highest
F1 average attained at any epoch by the Constant
models (for ease of comparison, we include the
Adapt-Fixed and Adapt-Fixedgogmo test results at
epoch 30, reproduced from Table 1). Comparing
individual task F1s, both the Adapt-Fixed versions
scored within 3 points of the best achieved Con-
stant F1 for 5 out of 7 tasks. This shows that the
algorithm has been successful in balancing perfor-
mance across most of the tasks, while improving
the overall F1.

Qualitatively, we also observe that the adaptive
loss weighting algorithm has a smoothing effect on
training (Figure 1). Comparing the Constant model
(dotted lines) to Adapt-Fixed (solid lines), we can
see that, using the latter, we obtain a more stable
version which empirically converges faster.

Emotion features The GoEmotions auxiliary ob-
jective seems particularly beneficial, resulting in



Model CD ([CP |DP | A B C DW | Avg
Positive | 56.9 | 62.2 | 60.5 | 452 | 27.7 | 344 | 8.7 | 42.2
Negative | 57.8 | 64.1 | 60.3 | 41.2 | 30.1 | 33.9 | 51.6 | 484
GoEmo | 583 | 64.6 | 58.1 | 38.8 | 30.8 | 359 | 47.0 | 47.6

Table 3: F1 scores for the Constantg,gme, MT-DNN model using only positive and only negative emotions. For
comparison, its performance with all emotion classes (GoEmo) is reproduced from Table 1.

improvements over the single-task models and
across all MT-DNN variants, with the highest F1
observed using the Adapt-Fixed model, leading to
an average increase of 5% across datasets com-
pared to its no-emotion counterpart. The feature-
based model captures affective characteristics of
language explicitly via the use of EmoLex features,
as well as implicitly via the use of word and char-
acter ngrams. In qualitative analyses we find that,
among the most highly predictive features, there
exist affective terms such as ‘pissed’, ‘bloody’ and
‘endure’ for Task A (moderate and severe suicide
risk) and ‘loves’ (low suicide risk); and ‘afraid’ and
‘annoying’ for DAIC-WOZ (depressed class).

To investigate the effect that negative emotions
specifically might have in the detection of mental
health conditions, we separate the 28 emotion la-
bels into positive (13 total) and negative classes (11
total)'® and now use these to train Constantgoegmo-
In Table 3, we can see that, overall, the exclusive
use of negative emotions leads to an increased Avg
F1 across all datasets. Notably, the effect is sub-
stantial for DW, with a 32.9 point difference com-
pared to using positive emotions. In Appendix A.3,
we also investigate learning effects in the oppo-
site direction and examine how mental ill-health
detection might affect performance of emotion de-
tection.

6 Conclusion

We presented two approaches to cross-domain and
cross-task mental ill-health detection. The first
involves the development of a general set of fea-
tures; the second uses a multi-task model, utilizing
BERT as a shared encoder (Devlin et al., 2019).
We found the former to perform well across all do-
mains and tasks, demonstrating that they share a
common set of linguistic cues. In comparison to
shared task submissions which use complex neural
models (Mohammadi et al., 2019; Matero et al.,
2019; Williamson et al., 2016), our approach ei-
ther matches their performance or improves over

SFour classes — confusion, realization, pride, and neutral —
are excluded as they are not overtly positive or negative.

state-of-the-art results using a lightweight decision
tree-based model. Such models are furthermore
more transparent and interpretable with respect to
the basis upon which they make predictions, which
is crucial in high-stakes domains such as mental
health and in assessing model validity and whether
it measures what is intended to be measured.

We furthermore investigated the use of affective
features, as well as examined negative emotion fea-
tures in isolation, as a useful inductive bias for the
detection of different types of mental health condi-
tions, extending previous work that examines the
effect of emotion features in a single domain and
single task setting (depression detection in Reddit
posts; Aragén et al. (2019)). Emotion detection,
as an auxiliary objective, increased the average
F1 score by 1.7 points, with the most substantial
improvements observed in tasks from the same do-
main as the emotion dataset (CLPsych 19).

Finally, we presented an adaptive loss weight-
ing algorithm which successfully balances perfor-
mance across tasks with different learning sched-
ules while increasing the overall performance. A
comparison of model results with and without adap-
tive weighting revealed that it not only led to im-
proved performance, but also outperformed the best
average F1 score achieved over all epochs with con-
stant weighting.

Our feature-based approach outperformed the
neural counterpart, indicating that there is scope
for further research towards a unified framework
for open-domain detection of various mental health
conditions. However, our feature-based results ex-
perimentally demonstrate that such an approach is
feasible and effective, and achieves a new state of
the art on several tasks.

To the best of our knowledge, this is the first
approach towards a unified framework for open-
domain (cross-domain) detection of different types
of mental health conditions (cross-task). Our paper
aims to lay a platform for future research, facilitat-
ing progress in this important effort.
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Risks that may arise from this work include per-
petuation of biases existing in the datasets used.
Gender labels for each participant are unavailable
in all except the DAIC-WOQOZ dataset, so the dis-
tribution may not be balanced. Crucially, mostly
American speakers and users were included in the
creation of the datasets. As cross-cultural dif-
ferences have been found in the way people ex-
press depression (Loveys et al., 2018), further work
would be required to investigate whether the ap-
proaches adopted generalize to datasets across de-
mographic lines.

Such concerns also arise from the use of large
language models, as it may be more difficult to
correct bias in the large amounts of language data
used for training (Blodgett et al., 2020). It has
also been shown that it is possible to recover the
original training texts from large language models
(Carlini et al., 2020). Therefore, deployment of
any system including such language models, such
as the multi-task variants presented herein, should
ensure not to compromise the privacy of the user.
However, we note that the datasets used here have
all been anonymized.

Finally, developers of models that can flag users
should also consider the purpose of such predic-
tions as well as whether they can be used to take
actions against users; e.g., as part of ‘social media
checks’ when screening job applicants. While well-
intending friends and family members might use
them to help those anxious about seeking help, oth-
ers might also use such tools to discredit or slander
others, particularly in cultures where mental health
conditions are still stigmatized.
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A Appendix

In the appendix, we have some supplementary
statistics about the datasets and training perfor-
mance. The first three tables show the label distri-
butions for each of the datasets. We also include the
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emotions from GoEmotions with the largest change
in performance between a single task GoEmotions
model and the full GoEmo Constant model. Fi-
nally, we include graphs comparing the F1 score
progress between the Constant and Adapt-Fixed
training algorithms per dataset.

A.1 Dataset statistics

Label Training size Test size
Control 572 300
Depression 327 150
PTSD 246 150

Table 4: CLPsych 15 dataset statistics for the number
of users per class and data split.

Label Training size Test size
a (None) 127 36

b (Low) 50 50

¢ (Moderate) 113 115

d (Severe) 206 44
Control 497 124

Table 5: CLPsych 19 dataset statistics for the number
of users per class and data split.

Label Training Dev Test
0 (Non-depressed) 76 23 33
1 (Depressed) 30 12 14

Table 6: DAIC-WOZ dataset statistics for the number
of participants per class and data split.

A.2 Computing infrastructure and run-time

The full set of features for the feature-based model
can be (pre)computed within hours on CPU. Train-
ing for the SVMs and GBDTs usually completes
within an hour. The MT-DNN model is essentially
the size of the shared encoder, with around 110 mil-
lion parameters). 30 epochs takes around 2 hours
on GPU (Tesla P100) for the core set of CLPsych
15, CLPsych 19 and DAIC-WOZ tasks. Adding
GoEmotions, which contains substantially more
examples than any of the core tasks, increases run-
time to around 4 hours.

A.3 Effect of mental health datasets on
emotion detection

To investigate the effect the learning of mental
health conditions might have on emotion detec-
tion performance, we also train a single-task BERT
baseline on the GoEmotions dataset and compare
the F1 scores for each of the emotion classes to
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Emotion Single Task | MT-DNN | Change
Nervousness 8.0 31.6 23.6
Desire 29.9 47.8 17.9
Caring 25.7 43.4 17.7
Relief 0.0 15.4 15.4
Joy 50.6 62.9 12.3
Disappointment 19.5 31.6 12.1
Approval 27.6 394 11.8
Pride 40.0 30.0 -10.0
Avg 41.2 47.1 5.9

Table 7: Emotion detection performance (F1) for classes that are affected the most with and without multi-task
learning (MT-DNN Constantg,gm. and Single Task emotion detection respectively). The bottom row presents the

average F1 score over all 28 emotion classes.
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Figure 2: F1 score during training for 30 epochs for each task in CLPsych 15 for the Constant (dotted) and Adapt-

Fixed (solid) models.

Constantgogmo- Only 3 out of the 28 emotion
classes see a decrease in performance between the
single-task BERT and MT-DNN model: neutral
(—1.6), realization (—2.7), and pride (—10.0). The
emotions which have F1 changes of 10 or more
points are presented in Table 7. As can be seen,
most of the emotions with substantial F1 improve-
ments are positive emotions. This is rather surpris-
ing, as mental health conditions such as depres-
sion is typically associated with negative emotions
(Aragén et al., 2019); however, the datasets aggre-
gate information across control groups too, which
can present useful additional features for the detec-
tion of positive emotions and the absence of mental
health conditions.
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A.4 Graphs of F1 score progress during
training
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Figure 3: F1 score during training for 30 epochs for each task in CLPsych 19 for the Constant (dotted) and Adapt-
Fixed (solid) models.
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Figure 4: F1 score during training for 30 epochs for each task in DAIC-WOZ for the Constant (dotted) and Adapt-
Fixed (solid) models.

14



