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Introduction

The widespread and indispensable use of language-oriented Al systems presents new opportunities to
have a positive social impact. Much existing work on NLP for social good focuses on detecting or
preventing harm, such as classifying hate speech, mitigating bias, or identifying signs of depression.
However, NLP research also offers the potential for positive proactive applications developed with re-
sponsible methods. Some top areas that we prioritize in this workshop correspond to the United Nations
Sustainable Development Goals, such as applications of NLP to address poverty, healthcare, education,
climate change, and so on.

This volume contains the proceedings of the Second Workshop on NLP for Positive Impact held in co-
njunction with the 2022 Conference on Empirical Methods in Natural Language Processing (EMNLP
2022). The workshop received 48 submissions of papers of which 22 were accepted (17 archival and 5
non-archival), for an acceptance rate of 46%. Additionally, 10 Findings of EMNLP papers will be pre-
sented at the workshop. We thank all Program Committee members for providing high quality reviews in
assembling these proceedings. These papers cover diverse aspects of NLP for positive impact, including
developing NLP technology to help applications like physical and mental health, climate change, crisis
response, social mobility, education, employment, and culture preservation, as well discussing challen-
ges and ethical implications of using NLP in these areas.

In addition to technical papers, this workshop also features invited keynote speakers and panelists to
facilitate discussion and enhance knowledge of NLP for positive impact.

Keynote speakers:

Mike Bailey, Meta

Sam Bowman, New York University & Anthropic Al
Rada Mihalcea, University of Michigan

Preslav Nakov, MBZUAI

Milind Tambe, Harvard University

Panelists:

Luis Chiruzzo, Universidad de la Reptiblica, Uruguay
Tara Chklovski, Technovation

Dora Demszky, Stanford University

Rada Mihalcea, University of Michigan

We are grateful to all the people who have contributed to this workshop, including speakers, authors,
reviewers, and attendees, and we would additionally like to thank the EMNLP workshop chairs and pro-
gram chairs for making the workshop happen.

We hope that our workshop can encourage future work on NLP for positive social impact and we look
forward to welcoming you all to our hybrid workshop!

- Laura Biester, Dora Demszky, Zhijing Jin, Mrinmaya Sachan, Joel Tetreault, Steven Wilson, Lu Xiao,
Jieyu Zhao
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Keynote Talk: Fighting the Global Social Media Infodemic:
from Fake News to Harmful Content

Preslav Nakov
Mohamed bin Zayed University of Artificial Intelligence

Abstract: The COVID-19 pandemic has brought us the first global social media infodemic. While
fighting this infodemic is typically thought of in terms of factuality, the problem is much broader as
malicious content includes not only “fake news”, rumors, and conspiracy theories, but also hate speech,
racism, xenophobia, panic, and mistrust in authorities, among others. Thus, we argue for the need for
a holistic approach combining the perspectives of journalists, fact-checkers, policymakers, social media
platforms, and society as a whole.

We further argue for the need to analyze entire news outlets, which can be done in advance; then, we can
fact-check the news before it was even written: by checking how trustworthy the outlet that has published
itis (which is what journalists actually do). We will show how this can be automated by looking at variety
of information sources.

The infodemic is often described using terms such as “fake news”, which mislead people to focus exclu-
sively on factuality, and to ignore the other half of the problem: the potential malicious intent. We aim
to bridge this gap by focusing on the detection of specific propaganda techniques in text, e.g., appeal to
emotions, fear, prejudices, logical fallacies, etc. This is the target of the ongoing SemEval-2023 task 3,
which focuses on multilingual aspects of the problem, covering English, French, German, Italian, Poli-
sh, and Russian. We further present extensions of this work to the automatic analysis of various types
of harmful memes: from propaganda to harmfulness and harm’s target identification to role-labeling in
terms of who is portrayed as hero/villain/victim, and generating natural text explanations.

Bio: Preslav Nakov is Professor at Mohamed bin Zayed University of Artificial Intelligence. Previou-
sly, he was Principal Scientist at the Qatar Computing Research Institute (QCRI), HBKU, where he led
the Tanbih mega-project, developed in collaboration with MIT, which aims to limit the impact of fake
news, propaganda and media bias by making users aware of what they are reading, thus promoting media
literacy and critical thinking. He received his PhD degree in Computer Science from the University of
California at Berkeley, supported by a Fulbright grant. He is Chair-Elect of the Association for Computa-
tional Linguistics (ACL), Secretary of ACL SIGSLAYV, and Secretary of the Truth and Trust Online board
of trustees. Formerly, he was PC chair of ACL 2022, and President of ACL SIGLEX. He is also member
of the editorial board of several journals including Computational Linguistics, TACL, ACM TOIS, IEEE
TASL, IEEE TAC, CS&L, NLE, Al Communications, and Frontiers in Al. He authored a Morgan &
Claypool book on Semantic Relations between Nominals, two books on computer algorithms, and 250+
research papers. He received a Best Paper Award at ACM WebSci’2022, a Best Long Paper Award at
CIKM’2020, a Best Demo Paper Award (Honorable Mention) at ACL’2020, a Best Task Paper Award
(Honorable Mention) at SemEval’2020, a Best Poster Award at SocInfo’2019, and the Young Resear-
cher Award at RANLP’2011. He was also the first to receive the Bulgarian President’s John Atanasoff
award, named after the inventor of the first automatic electronic digital computer. Dr. Nakov’s research
was featured by over 100 news outlets, including Forbes, Boston Globe, Aljazeera, DefenseOne, Bu-
siness Insider, MIT Technology Review, Science Daily, Popular Science, Fast Company, The Register,
WIRED, and Engadget, among others.
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Keynote Talk: The Role of Social Networks in Economic
Mobility

Mike Bailey
Meta

Abstract: Social capital—the strength of an individual’s social network and community—has been iden-
tified as a potential determinant of outcomes ranging from education to health. We use data on 21 billion
friendships in the US to measure and analyze different types of social capital including connectedness
between different types of people, social cohesion, and civic engagement. We demonstrate the importan-
ce of distinguishing these forms of social capital by analyzing their associations with economic mobility
across areas. The share of high-SES friends among individuals with low SES—which we term economic
connectedness—is among the strongest predictors of upward income mobility identified to date. In a
different paper we use social network data in India to show the importance of social networks to labor
migrants and find that increasing social connectedness across space may have considerable economic
gains, improving average wages by 3% (24% for the bottom wage-quartile) in a migration model.

Bio: Mike Bailey is a senior social scientist at Meta on the Computational Social Science team. His work
focuses on the role of social networks on economic opportunity including migration, health, education,
and social capital and his work has been published in top scientific journals such as Nature and the Journal
of Political Economy and covered by outlets such as The Economist and The New York Times. He is
a co-creator of the Social Capital Atlas dataset and the Social Connectedness Index which are publicly
available datasets measuring social connectedness. Previously at Facebook Mike founded and led several
research science teams including the Economics Research team, the Feed Science team, and the Society
Research team. He holds a PhD in Economics from Stanford and a BS in Math and Economics from
Utah State and is originally from Utah.
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Keynote Talk: Al for social impact: Results from

deployments for public health and conservation

Milind Tambe
Harvard University and Google Research

Abstract: With the maturing of Al and multiagent systems research, we have a tremendous opportuni-
ty to direct these advances towards addressing complex societal problems. I will focus on domains of
public health and conservation, and address one key cross-cutting challenge: how to effectively deploy
our limited intervention resources in these problem domains. I will present results from work around
the globe in using Al for challenges in public health such as Maternal and Child care interventions, HIV
prevention, and in conservation such as endangered wildlife protection. Achieving social impact in these
domains often requires methodological advances. To that end, I will highlight key research advances in
multiagent reasoning and learning, in particular in, restless multiarmed bandits, influence maximization
in social networks, computational game theory and decision-focused learning. In pushing this research
agenda, our ultimate goal is to facilitate local communities and non-profits to directly benefit from ad-
vances in Al tools and techniques.

Bio: Milind Tambe is Gordon McKay Professor of Computer Science and Director of Center for Re-
search in Computation and Society at Harvard University; concurrently, he is also Principal Scientist
and Director Al for Social Good at Google Research. Prof. Tambe’s work focuses on advancing Al
and multiagent systems for public health, conservation & public safety, with a track record of building
pioneering Al systems for social impact. He is recipient of the IJCAI John McCarthy Award, AAMAS
ACM Autonomous Agents Research Award, AAAI Robert S. Engelmore Memorial Lecture Award, and
he is a fellow of AAAI and ACM. He is also a recipient of the INFORMS Wagner prize for excellence
in Operations Research practice and Rist Prize from MORS (Military Operations Research Society). For
his work on Al and public safety, he has received Columbus Fellowship Foundation Homeland security
award and commendations and certificates of appreciation from the US Coast Guard, the Federal Air
Marshals Service and airport police at the city of Los Angeles.
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Keynote Talk: Recentering NLP Around ALL People

Rada Mihalcea
University of Michigan

Abstract: The field of NLP has come a long way, with many exciting achievements along several re-
search directions, including language generation, large language models, machine translation, and more.
However, while most of the NLP technologies built today are branded as one size fits all, the reality is
that they are one size fits the majority, with many languages and many minorities left *on the side’. In
this talk, I will highlight some of the drawbacks associated with this strategy of building ’generic’ NLP
technologies, and make suggestions for ways to move towards NLP for ALL.

Bio: Rada Mihalcea is the Janice M. Jenkins Collegiate Professor of Computer Science and Enginee-
ring at the University of Michigan and the Director of the Michigan Artificial Intelligence Lab. Her
research interests are in computational linguistics, with a focus on lexical semantics, computational so-
cial sciences, and multimodal language processing. She serves or has served on the editorial boards of
the Journals of Computational Linguistics, Language Resources and Evaluations, Natural Language En-
gineering, Journal of Artificial Intelligence Research, IEEE Transactions on Affective Computing, and
Transactions of the Association for Computational Linguistics. She was a program co-chair for Em-
pirical Methods in Natural Language Processing 2009 and Association for Computational Linguistics
(ACL) 2011, and a general chair for North American ACL 2015 and *SEM 2019. She directs multiple
diversity and mentorship initiatives, including Girls Encoded and the ACL Year-Round Mentorship pro-
gram. She currently serves as ACL Past President. She is the recipient of a Presidential Early Career
Award for Scientists and Engineers awarded by President Obama (2009), and was named an ACM Fel-
low (2019) and an AAAI Fellow (2021). In 2013, she was made an honorary citizen of her hometown of
Cluj-Napoca, Romania.
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Keynote Talk: What’s the deal with Al safety?

Sam Bowman
New York University

Abstract: Over the last few years, a research community has been forming to study questions about
the potential negative impacts of future Al systems with broadly human-level capabilities. This com-
munity was initially largely separate from academic ML, with deeper roots in philosophy departments
and industry labs. This has started to change, though, with Al safety researchers increasingly focusing
on questions about progress in large language models, and with safety-related motivations increasingly
steering investments in NLP at large labs like OpenAl and DeepMind. This talk presents the basic goals
and projects of the Al safety research community, with a focus on large language models and connections
to NLP and on connections to concerns about present-day deployed language technology.

Bio: Sam Bowman is a newly-tenured associate professor at NYU and, during a 2022-2023 sabbatical
year, a member of technical staff at Anthropic. At NYU, he is a member of the Center for Data Scien-
ce, the Department of Linguistics, and the Courant Institute’s Department of Computer Science. His
research focuses primarily on developing techniques and datasets for use in controlling and evaluating
large language models, and additionally on applications of machine learning to scientific questions in
linguistic syntax and semantics. He is the senior organizer behind the GLUE and SuperGLUE benchma-
rk competitions and his work has been funded by the US NSF (including through a CAREER award),
Google, Apple, Samsung, Schmidt Futures, and Open Philanthropy, among others.
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