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Abstract

Sentence segmentation and named entity recog-
nition are two significant tasks in ancient Chi-
nese processing since punctuation and named
entity information are important for further re-
search on ancient classics. These two are se-
quence labeling tasks in essence so we can tag
the labels of these two tasks for each token si-
multaneously. Our work is to evaluate whether
such a unified way would be better than tagging
the label of each task separately with a BERT-
based model. The paper adopts a BERT-based
model that was pre-trained on ancient Chinese
text to conduct experiments on Zuozhuan text.
The results show there is no difference between
these two tagging approaches without concern-
ing the type of entities and punctuation. The
ablation experiments show that the punctuation
token in the text is useful for NER tasks, and
finer tagging sets such as differentiating the
tokens that locate at the end of an entity and
those are in the middle of an entity could offer a
useful feature for NER while impact negatively
sentences segmentation with unified tagging.

1 Introduction

The Chinese classics is the invaluable legacy for
both public and academia. The study of ancient
classic texts involves various disciplines such as re-
ligion, arts, literature, politics, etc. The public can
learn about the diverse aspects of ancient China
and enhance their knowledge of history; the an-
cient Chinese texts provide evidence for research
areas like the diachronic evolution of the Chinese
characters and so on. Besides, handling languages
like ancient Chinese is also significant to multi-
language processing as the grammar, vocabulary
and other linguistic categories are strongly different
from those in other languages, including modern
Chinese. For example, “之” (zhi) was used to ex-
press the possessive in ancient Chinese while “的”
(de) replaces it to become the major word to ex-
press possessive in modern Chinese.

Two related downstream tasks are sentence seg-
mentation and named entity recognition since most
ancient texts were not punctuated originally and
the entity information would be the foundation for
further research, only if we know the names of the
official positions we could know the hierarchy of
the administrative systems in ancient China.

For the above two tasks, we can consider both
of them as sequence labeling tasks (i.e. token clas-
sification tasks), which means the model would
classify each token in the input sequence to a pre-
designed category. For the NER task, the model
would identify which tokens would be components
of a named entity, and identify the relative posi-
tion to the entity. In other words, it would de-
termine the span of the entity from the input se-
quence. In the sentence “As of now, Twitter is still
a publicly-traded company on the New York
Stock Exchange.”, there are two named entities:
“Twitter”, we can tag it as “S” to represent this is
an entity consists one single token, but an entity
can also consist of several tokens, like “New York
Stock Exchange”. We can tag “New” in “New
York Stock Exchange” as “B”, which signifies that
“New” is part of an entity and is the beginning of
that entity; for sentence segmentation, we can tag
the token which is followed by punctuation as a
special tag and tag the rest as the other label. So in
the previous instance, “now” and “exchange” can
be tagged as special tokens to represent there is
punctuation followed by these tokens.

Considering these two tasks as token classifica-
tion makes it possible to combine them and tag
each token for the two tasks simultaneously, which
is efficient. The advancement of deep learning es-
pecially the development of BERT-based models
improved the performance of token classification
tasks (Devlin et al., 2018). Some scholars have
tried pre-trained the BERT-based model on raw
ancient Chinese texts and fine-tuned them on the
specific downstream tasks such as word segmen-
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tation, part-of-speech tagging, and so on, which
verified the feasibility of applying the BERT-based
model to ancient Chinese datasets (YU Jingsong,
2019; Hu et al., 2021; Chang et al., 2021). How-
ever, most current works just focus on one specific
sub-task resulting in a lack of comparison between
separate tagging and unified tagging.

In our project, we want to answer the question:
whether unified tagging on ancient Chinese texts
would be better than separate tagging in terms of
NER and sentence segmentation when training
with a BERT-based model. we adopt the siku-
BERT model as our pre-trained model which was
pre-trained on the unlabeled ancient Chinese raw
text and then fine-tuned on the Zuozhuan, com-
paring the performance of the separated tagging
scheme and the integrated tagging scheme.

2 Related Work

Sentence segmentation on ancient Chinese:
Tang et al. (2021) applied the incremental training
approach to the pre-trained model and got an im-
provement of 1.83% and 2.21% respectively com-
pared to the model without incremental training on
sentence segmentation and punctuation tasks. Hu
et al. (2021) developed a BERT+CNN model to
perform sentence segmentation on poems, lyrics,
and prose text, which was 10% higher than the Bi-
GRU model on all of these three text styles. An
LSTM-CRF model was employed (Xu et al., 2019),
with the assistance of a radical embedding, the per-
formance of this model improved compared to the
typical LSTM-based model in sentence segmen-
tation, and the result from the epitaph text of the
Tang dynasty arrived at a F-1 score of 81.34%.

Named entity recognition for ancient Chinese:
Wu et al. (2015) developed a deep neural network to
generate word embeddings and conducted a named
entity recognition task. The results showed that
this model performed better than the state-of-the-
art CRF model, arriving at the highest F-1 score
of 92.80%. A Bi-LSTM-CRF model was proposed
and applied to the traditional Chinese medicine
patents’ named entity recognition problems (Deng
et al., 2021). The paper verified that context se-
mantic information can be learned without fea-
ture engineering, and the performance was bet-
ter than the baseline methods, arriving at an F-1
score of 94.48%. Chang et al. (2021) applied a
BERT-Bi-LSTM/IDCNN-CRF model to the NER
task and performed better than the Bi-LSTM-CRF

benchmark model, which was 4.79% higher in F-
1 score when CLUENER dataset was applied. A
radical-level-based Bi-LSTM-CRF model with a
self-attention mechanism was employed (Yin et al.,
2019), solving the problem of how to deal with hid-
den information due to the properties of Chinese
characters, and arriving at a F-1 score of 93.00%
in CCKS_2017 dataset and 86.34% in TP_CNER
dataset.

Our work is different from previous literature as
we integrate the two sequence labeling tasks into
one by merging labels and comparing the perfor-
mance of the integrated tagging approach with the
performance of the separated tagging approach.

Unified char-based tagging for ancient Chi-
nese: YU Jiangde (2015) developed a Max-
Entropy model with a unified character-based label
set to perform word segmentation, part-of-speech
tagging, and named entity recognition tasks. The
experimental results showed that training with the
unified char-based label set would be better than
training in three separate turns. Cheng et al. (2020)
developed a Bi-LSTM-CRF model to conduct word
segmentation, part-of-speech tagging, and sentence
segmentation tasks with a unified char-based la-
bel set, which also proved that labels integration
with mixed corpus would get better performance.
Qi et al. (2021) constructed a model unifying the
word segmentation and part-of-speech (POS) tag-
ging tasks and got the F-1 scores of 95.98% in the
word segmentation task and 88.97% in the POS
tagging task.

Compared to these works, although we also
adopt the unified char-based tagging, our work
adopts the BERT-based model to perform on the
NER and sentence segmentation tasks, which is
expected to extract the features better and get better
performance.

3 Methods

Model: we adopt the Siku-BERT (Wang et al.,
2021) as the pre-trained model, it was trained on
SiKuQaunShu (a collection of ancient classics, in-
cluding 536,097,588 tokens, all characters were
written in traditional Chinese). Such a huge corpus
will cover most ancient Chinese characters so that
it would be sufficient for training. The pre-trained
model architecture is based on the Chinese BERT-
base model. Besides the BERT model, we add one
CRF (Conditional Random Field) layer to get the
global optimized label sequence.
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Hardware: all experiments are trained on a
Tesla V80 GPU.

Pre-processing on tagging scheme: as men-
tioned in the introduction part, we convert the NER
task and sentence segmentation into sequence label-
ing tasks. To do that, we adopt the char-based label-
ing (Ng and Low, 2004) as the annotation scheme.
That means, for the NER task, we would annotate
each token (character) with one label, to signify
whether this character is a part of an entity, and
if so, what is the position of the token concerning
the entity. We use “B” (beginning), “I” (internal),
“S” (single token as an entity), and “O” (outside)
to represent the position of the current character
concerning an entity.

For example, “Twitter” and “New York Stock
Exchange” are two named entities in the sentence
“As of now, Twitter is still a publicly-traded com-
pany on the New York Stock Exchange.” Since
“New York Stock Exchange” is an entity, we would
tag the sequence as “B I I I”, the “B” corresponds
to “New” and mirrors that it is the beginning of
an entity, and “I” means the corresponding token
inside an entity, “Twitter” is a single token entity,
so it is tagged as “S”. Other characters that are not
a part of an entity are tagged as “O” (outside of the
entity).
An ancient Chinese example is

九O月O晉B惠I公I卒O懷B公I立O

(In September, Jin Hui Gong died and Huai Gong
inherited the throne.)
“晉惠公”（Jin Hui Gong）is a person’s name, so

it is tagged as B I I .
Since our purpose for the sentence segmenta-

tion task is exactly to find out the position where
punctuation occurs, we wipe out all tokens that
are punctuation in our experiments, otherwise, the
model just needs to tag the special label for the
token that is followed by punctuation to get a good
result, but this is too easy for this task. We tag
the character which is followed by punctuation as
“P” and those are not with “L”, so like the above
sentence:
As of now, Twitter is still a publicly-traded com-
pany on the New York Stock Exchange .
We will tag “now” and “exchange” as “P” and oth-
ers as “L” since only these two precede punctua-
tion.
For our ancient Chinese example:
九月,晉惠公卒,懷公立.
We tag the sequence as followings:

九L月P晉L惠L公L卒P懷L公L立P
That means “月”“卒”“立” are followed by punc-

tuation. If there are two continuous punctuation in
the original raw text, we just tag “P” once for the
token before this punctuation since we just need
to segment the sentence instead of recovering each
punctuation.

Besides tagging these two tasks separately, we
also merge the labels of each token for these two
tasks into one so that we can train two tasks in
one experiment. If we join the label for NER and
sentence segmentation tasks with “-”, the above
example would be like

九O-L月O-P晉B-L惠I-L公I-L卒O-P懷B-L
公I-L立O-P

So “晉 B-L” signifies that “晉” locates at the
beginning of an entity but this character is not fol-
lowed by punctuation.

The purpose is to compare the performance of
these two tagging approaches (one is tagging for
specific tasks separately and the other is tagging
for both two tasks by merging the label set) with
the Siku-BERT model.

Training data: Our training data is Zuozhuan,
a chronicle of general history records during the
Spring and Autumn (770-476 BC) and Warring
States (475-221) periods in China. The number of
tokens in the training data is 244,345, and including
25,005 entities, 33,775 punctuation. The split ratio
for the training and validation sets is 8 : 2.

Hyperparameters setting: Our main purpose
is not the absolute score of each task but the rela-
tive difference between the two tagging approaches,
thus we keep all settings the same across experi-
ments.

We set up 10 epochs for the training in total and
the batch size for each epoch is 8, the learning rate
is 0.001, and the scheduler step is 600. We adopt
cross entropy as our loss function and AdamW as
the optimizer; the drop-out rate is 0.2.

4 Experimental Design

4.1 The separate training for NER and
sentence segmentation

First, we conduct experiments for NER and sen-
tence segmentation separately to compare the re-
sult with the training through the unified tagging
approach. Noticed that in our experiments we ig-
nore the type of the entities (person names, place
names, etc) and the type of the punctuation (colon,
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comma, period, etc) to make the experiment sim-
pler while it would be worthwhile to explore with
different types of entities and punctuation on a finer
granularity level.

The evaluation metric for both the NER task and
the sentence segmentation task would be the F-1
score mainly since the distribution of the frequency
of the labels is imbalanced, but for the NER task,
we count the number of samples that the model
hits based on the entity level rather than based on
the token level. To make it clearer, for the above
examples, if the correct label sequence is

New B York I Stock I Exchange I
And the model predicts it as :
New B York I Stock O Exchange B
We don’t count this as one correct prediction

even if half tokens are labeled correctly.
The evaluation metric for the task of sentence

segmentation is the F-1 score as well, for this task,
we count the correct samples just based on the
token so that we count the number of “P” and “L”
labels in the gold labels and the model predictions.

4.2 Integration training for NER and sentence
segmentation

To compare the effect of the integrated tagging
scheme on both tasks, we train with the integrated
label tagging on these two tasks together but evalu-
ate each task separately as in 4.1. All settings are
the same as 4.1 except for the tagging approach.

It’s impossible to feed all texts as one into the
model and thus we have to segment samples. The
length of a sample cannot be the original sentence
length that is segmented by punctuation, because
if we do so, the model would know that only if it
tags a punctuation marker “P” for the token at the
end of each sample (that is a segmentation point),
then the model can perform well. We don’t allow
the model to “cheat” in this way, so we segment
each sample into a fixed length of 128, and apply it
to both tasks and both tagging approaches for the
sake of fairness.

Besides the major experiments, we add two
groups of ablation experiments to explore the role
of other factors. One of the two main factors is the
pre-process approach for the NER task specifically,
in this factor we can divide into two sub-factors,
one is whether preserve the punctuation on the data,
and the other is whether segment the sample based
on a fixed number or the original sentence length,

metric sep tagging uni tagging
test_accuracy 0.934 0.907

test_f1 0.869 0.867
test_precision 0.881 0.901

test_recall 0.894 0.86

Table 1: The result of NER task on separate tagging and
unified tagging

we conduct such experiments only for the NER
task side without impacting the sentence segmen-
tation; the second main factor is the label set for
NER, besides “BIOS”, we can also use “BIOES”
to tag the entity. The only difference is that we use
“E” (end) and “I” (internal) to differentiate whether
the current character is the end of an entity or just
inside an entity but not at the end, this increases the
number of the classes. We compare the two label
sets for both the NER and sentence segmentation
tasks.

5 Results

5.1 The NER task results on two tagging
approaches

We conduct the NER task first and compute the
F-1 score of tagging NER only and that of unified
tagging. The result in table 1 (“sep tagging” means
the data only includes the NER label, “uni tagging”
means the data includes both NER and sentence
segmentation tags) illustrates that there is no big
difference between the two tagging approaches and
both get an F-1 score of 0.87, while the separate
tagging is a little bit better than the unified tagging
one in terms of accuracy. It seems that the model
does not improve with the additional sentence seg-
mentation tags in the unified tagging approach.

5.2 The sentence segmentation task results on
two tagging approaches

The result of the sentence segmentation task is
the same as the NER task, with the F-1 score on
both tagging schemes arriving at 0.97. The reason
why the performance on the sentence segmenta-
tion task is so high is that we evaluate it on a to-
ken level, which would be high since much more
non-punctuation markers than punctuation mark-
ers. Such a task is a binary token classification,
for each token, the model has a 50% chance to hit
the correct tag. While for the NER task the model
only has a 25% probability to tag the correct token,
the result would be even lower when evaluating the
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performance on the entity level.

5.3 The impact of punctuation on NER task

There is no difference in terms of the NER task
when training with separate tagging and unified
tagging, it seems that the label of punctuation does
not offer any clue for the named entity identifica-
tion. While we find out that the punctuation token
benefits the NER task from the ablation experiment.
What we do is conducting two more NER exper-
iments on the same data but pre-process the data
in different ways. One is changing the length of
the samples, there is no punctuation in the data,
but keep the original length of each sentence as
the length of each sample, which means each sam-
ple is segmented by the original punctuation but
removes all punctuation tokens; the other one not
only keeps the original sentence length for each
sample but also preserves punctuation. Comparing
the performance of the former one and the initial
experiment can infer the impact of the length of
the sample on the NER task and comparing the
performance of these two additional experiments
can get the impact of the punctuation token on the
performance.

The result is shown in table 2, “N” means there
are no punctuation tokens in the sample while “Y”
means preserving punctuation tokens, so “N+128
length” refers to the initial experiment setting. We
can observe that the first one and the second one
are almost the same, which shows that the length of
the sample would not impact the NER result, while
the third one is better than the first two, which
shows the role of punctuation tokens for the NER
task. It makes sense since there are some frequent
structures such as the place names are followed by
a period and the person names often occur before a
colon when quoting the sentence from the speaker.

We also wonder why does the unified tagging
not work better from our results in 5.1 as it at least
offers the punctuation information to some extent
by the label set. One possible explanation is that
in our experiment, the model cannot learn the rela-
tionships between the entity labels and the different
types of punctuation, in other words, whether a to-
ken follow by punctuation makes less sense than
what type of punctuation follows it, consequently,
it doesn’t work if the entity information is related
to a type of punctuation specifically.

5.4 The impact of granularity of label sets

Another ablation experiment is comparing the im-
pact of the granularity in terms of different label
sets for NER. Besides the “BIOS” label set, the
other popular label set to tag the named entity is
“BIOES”. Compared to the “BIOS” tag set, it has
one “E” label to represent the end of the entity. For
“New York Stock Exchange”, it would be tagged
as “B I I I” with “BIOS” label set but tagged as
“B I I E” with “BIOES” label set. Such a change
makes the model to further figure out whether the
current token is the end of the entity or just inside
the entity. We reproduce the experiments in the
same way as our initial experiments except for the
NER tagging labels. The result is shown as table 3.

From the table, we can conclude that the perfor-
mance improves a bit for both tagging approaches
with the “BIOES” label set compared to the “BIOS”
tagging set, and the separate tagging approach is
slightly better than the unified tagging approach,
which is opposite to the previous work (e.g. Cheng
et al., 2020). The finer label set is a double-edged
sword. On the one hand, finer labels offer more in-
formation and features for the models; on the other
hand, more labels make it harder for the model to
make a correct prediction. The model doesn’t need
to differentiate the tokens locate at the end of enti-
ties and ones locate at the middle of entities with
“BIOS” labels.

For the sentence segmentation task, the perfor-
mance on the separate tagging does not change
while the performance decreases obviously on
the integrated tagging approach, decreasing from
0.97 to 0.915, which is surprising for us since
the previous work reported it improved by 3.5%
compared to separated tagging (Cheng et al., 2020).

6 Conclusions

In our project, we adopt a BERT-based model to
evaluate the performance of the named entity recog-
nition task and the sentence segmentation task on
ancient Chinese text with a unified tagging ap-
proach and a separate tagging approach respec-
tively. We find out that there is no difference when
we take different tagging strategies, both strategies
get an F-1 score of 0.87 on the NER task and 0.97
on the sentence segmentation task, which poses a
challenge to the conclusion that unified tagging is
always better concluding from the previous works;
we also conclude that punctuation marker is im-
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process method N + 128 length N + original length Y+ original length
test_f1 0.867 0.869 0.881

Table 2: The result of NER task on different pre-process approaches

tasktagging approach separate tagging unified tagging
NER 0.891 0.882

sentence segmentation 0.97 0.915

Table 3: The F1 score compared with two tagging schemes on BIOES label

portant for the NER task from our ablation experi-
ments, training on the data with punctuation would
be better on the NER task; moreover, finer tagging
set like “BIOES” is better than “BIOS” for the
NER task for both separated and unified tagging
approaches, but performs worse on the sentence
segmentation task if apply unified tagging.

Our experiment shows an inconsistent result to
the previous research that also compared the unified
tagging scheme with the separate tagging approach
(YU Jiangde, 2015; Cheng et al., 2020; Shi et al.,
2010); the further exploration we need to do is tag-
ging the types of the entity and punctuation as well
and count the performance based on different types
of entities or punctuation, in addition, we want to
try different model architectures and different pre-
trained models, we want to verify whether what we
observe from our current experiments is specific
for the model and architecture.

Our work pays attention to the ancient Chinese
data which is low-resource and being ignored. The
shortage of annotated data and the relatively fewer
application scenarios make it a minority field in
NLP, which is required more research. The usage
of advanced deep learning techniques for automatic
sentence segmentation and named entity recogni-
tion of ancient Chinese not only facilitate readers
to read, but also can be of great significance to the
arrangement of ancient books, and the intelligent
application of ancient Chinese.
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