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Preface 

The workshop series on Natural Language Processing (NLP) for Computer-Assisted Language 

Learning (NLP4CALL) is a meeting place for researchers working on the integration of Natural 

Language Processing and Speech Technologies in CALL systems and exploring the theoretical and 

methodological issues arising in this connection. The latter includes, among others, the integration of 

insights from Second Language Acquisition (SLA) research, and the promotion of “Computational 

SLA” through setting up Second Language research infrastructures. 

The intersection of Natural Language Processing (or Language Technology / Computational 

Linguistics) and Speech Technology with Computer-Assisted Language Learning (CALL) brings 

“understanding” of language to CALL tools, thus making CALL intelligent. This fact has given the 

name for this area of research – Intelligent CALL, or for short, ICALL. As the definition suggests, apart 

from having excellent knowledge of Natural Language Processing and/or Speech Technology, ICALL 

researchers need good insights into second language acquisition theories and practices, as well as 

knowledge of second language pedagogy and didactics. This workshop therefore invites a wide range 

of ICALL-relevant research, including studies where NLP-enriched tools are used for testing SLA and 

pedagogical theories, and vice versa, where SLA theories, pedagogical practices or empirical data and 

modelled in ICALL tools. The NLP4CALL workshop series is aimed at bringing together competences 

from these areas for sharing experiences and brainstorming around the future of the field. 

We invited submissions: 

- that describe research directly aimed at ICALL 

- that demonstrate actual or discuss the potential use of existing Language and Speech 

Technologies or resources for language learning 

- that describe the ongoing development of resources and tools with potential usage in ICALL, 

either directly in interactive applications, or indirectly in materials, application, or curriculum 

development, e.g.   learning   material   generation, assessment of learner texts and responses, 

individualized learning solutions, provision of feedback 

- that discuss challenges and/or research agenda for ICALL 

- that describe empirical studies on language learner data 

This year a special focus was given to work done on second language vocabulary and grammar 

profiling, as well as the use of crowdsourcing for creating, collecting, and curating data in NLP projects. 

We encouraged paper presentations and software demonstrations describing the above-mentioned 

themes primarily, but not exclusively, for the Nordic languages. 

A special feature in this year’s workshop is the research notes session. This session included short talks 

about PhD projects and ongoing unfinished research that collaborating teams were eager to discuss with 

the community and get feedback. We tested this feature for the second time with an intention to evaluate 

its impact and utility for future uses. This time around, we circulated a separate call for expression of 

interest.  

This year, we had the pleasure to welcome two invited speakers: Christopher Bryant (Reverso and 

University of Cambridge) and Marije Michel (University of Groningen). 

Dr Christopher J. Bryant is a Principal Applied Research Scientist at the AI-powered translation and 

language tool service Reverso, and a Research Associate in the Institute for Automated Language 

Teaching and Assessment (ALTA) at the University of Cambridge. His main research interests include 

automatic grammatical error detection and correction (GED/GEC), automatic corpus annotation, and 

the robust evaluation of grammatical error correction systems, along with computer-aided language 

learning in general. He completed his PhD on “Automatic annotation for grammatical error correction” 

in 2019 and is the lead developer of the associated ERRor ANnotation Toolkit (ERRANT) which is 
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widely used to benchmark progress in the field. He led the most recent shared task on GEC in 2019 

(BEA-2019) and currently researches artificial error generation for GEC and develops the Ginger 

grammar checker at Reverso.  

In his talk, The Evolution of Automatic Grammatical Error Correction, he provided an overview of 

the field and introduced the datasets, approaches and evaluation methods that are commonly used to 

build Grammatic Error Correction systems. He concluded with recent trends and remaining challenges. 

 

Dr Marije Michel is chair of Language Learning at Groningen University in the Netherlands. Her 

research and teaching focus on second language acquisition and processing with specific attention to 

task-based language pedagogy, digitally-mediated interaction and writing in a second language.  

In her talk, TELL: Tasks Engaging Language Learners, she reviewed the most important principles of 

designing engaging learning tasks, highlighted examples of practice-induced L2 research using digital 

tools, and showcased some of her own work on task design for L2 learning during digitally mediated 

communication and L2 writing. 

 

Previous workshops 

This workshop follows a series of workshops on NLP4CALL organized by the NEALT Special Interest 

Group on Intelligent Computer-Assisted Language Learning (SIG-ICALL1). The workshop series has 

previously been financed by the Center for Language Technology at the University of Gothenburg, the 

SweLL project2, the Swedish Research Council’s conference grant, Språkbanken Text3 and the L2 

profiling project4.  This year’s workshop is jointly financed by itec5 and the CENTAL6. 

Submissions to the eleven workshop editions have targeted a wide range of languages, ranging from 

well-resourced languages (Chinese, German, English, French, Portuguese, Russian, Spanish) to lesser-

resourced languages (Erzya, Arabic, Estonian, Irish, Komi-Zyrian, Meadow Mari, Saami, Udmurt, 

Võro). Among these, several Nordic languages have been targeted, namely Danish, Estonian, Finnish, 

Icelandic, Norwegian, Saami, Swedish and Võro. The wide scope of the workshop is also evident in the 

affiliations of the participating authors as illustrated in Table 1. 

Country 2012-2022 (# speaker/co-author affiliations) 

Algeria 1 

Australia 2 

Belgium 9 

Canada 4 

Cyprus 2 

Denmark 3 

Egypt 1 

Estonia 3 

Finland 10 

France 10 

Germany 103 

Iceland 6 

 
1 https://spraakbanken.gu.se/en/research/themes/icall/sig-icall  
2 https://spraakbanken.gu.se/en/projects/swell  
3 https://spraakbanken.gu.se  
4 https://spraakbanken.gu.se/en/projects/l2profiles  
5 https://itec.kuleuven-kulak.be  
6 https://cental.uclouvain.be  
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Ireland 2 

Italy 7 

Japan 7 

Lithuania 1 

Netherlands 4 

Norway 13 

Portugal 6 

Romania 1 

Russia 10 

Slovakia 1 

Spain 4 

Sweden 71 

Switzerland 11 

UK 16 

US 8 

Table 1. NLP4CALL speakers’ and co-authors’ affiliations, 2012-2022 

The acceptance rate has varied between 50% and 77%, the average being 63% (see Table 2). 

Although the acceptance rate is rather high, the reviewing process has always been very rigorous with 

two to three double-blind reviews per submission. This indicates that submissions to the workshop have 

usually been of high quality. 

Workshop year Submitted Accepted Acceptance rate 

2012 12 8 67% 

2013 8 4 50% 

2014 13 10 77% 

2015 9 6 67% 

2016 14 10 72% 

2017 13 7 54% 

2018 16 11 69% 

2019 16 10 63% 

2020 7 4 57% 

2021 11 6 54% 

2022 23 13 56% 

Table 2: Submissions and acceptance rates, 2012-2021 

 

We would like to thank our Program Committee for providing detailed feedback for the reviewed 

papers: 

• David Alfter, Université catholique de Louvain, Belgium and University of Gothenburg, 

Sweden 

• Serge Bibauw, Universidad Central del Ecuador, Ecuador 

• Claudia Borg, University of Malta, Malta 

• António Branco, Universidade de Lisboa, Portugal 

• Andrew Caines, University of Cambridge, UK 

• Xiaobin Chen, Universität Tübingen, Germany 

• Frederik Cornillie, University of Leuven, Belgium 

• Kordula de Kuthy, Universität Tübingen, Germany 

• Piet Desmet, University of Leuven, Belgium 

• Thomas François, Université catholique de Louvain, Belgium 

• Johannes Graën, University of Zurich, Switzerland 

• Andrea Horbach, FernUniversität Hagen, Germany 

• Arne Jönsson, Linköping University, Sweden 
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• Ronja Laarmann-Quante, FernUniversität Hagen, Germany 

• Herbert Lange, University of Hamburg, Germany 

• Peter Ljunglöf, University of Gothenburg, Sweden and Chalmers Institute of Technology, 

Sweden 

• Margot Mieskes, University of Applied Sciences Darmstadt, Germany 

• Lionel Nicolas, EURAC research, Italy 

• Ulrike Pado, Hochschule für Technik Stuttgart, Germany 

• Magali Paquot, Université catholique de Louvain, Belgium 

• Evelina Rennes, Linköping University, Sweden 

• Egon Stemle, EURAC research, Italy 

• Francis M. Tyers, Indiana University Bloomington, US 

• Sowmya Vajjala, National Research Council, Canada 

• Elena Volodina, University of Gothenburg, Sweden 

• Zarah Weiss, Universität Tübingen, Germany 

• Rodrigo Wilkens, Université catholique de Louvain, Belgium 

• Torsten Zesch, FernUniversität Hagen, Germany 

• Ramon Ziai, Universität Tübingen, Germany 

• Robert Östling, Stockholm University, Sweden 

We intend to continue this workshop series, which so far has been the only ICALL-relevant recurring 

event based in the Nordic countries. Our intention is to co-locate the workshop series with the two major 

LT events in Scandinavia, SLTC (the Swedish Language Technology Conference) and NoDaLiDa 

(Nordic Conference on Computational Linguistics), thus making this workshop an annual event. 

Through this workshop, we intend to profile ICALL research in Nordic countries as well as beyond, 

and we aim at providing a dissemination venue for researchers active in this area. 

 

Workshop website: 

https://spraakbanken.gu.se/forskning/teman/icall/nlp4call-workshop-series/nlp4call2022  

 

Workshop organizers 

David Alfter1,2, Elena Volodina2, Thomas François1, Piet Desmet3, Frederik Cornillie3, Arne Jönsson4, 

Evelina Rennes4 

1 Cental, Université catholique de Louvain, Belgium 

2 Språkbanken, University of Gothenburg, Sweden 

3 Itec, Department of Linguistics at KU Leuven & imec, Belgium 

4 Department of Computer and Information Science, Linköping University, Sweden 
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Comparing Native and Learner Englishes
Using a Large Pre-trained Language Model

Tatsuya Aoyama
Georgetown University
ta571@georgetown.edu

Abstract

The use of lexical items by L2 speakers of En-
glish has been analyzed through a variety of
methods; however, they are either (i) infeasi-
ble for a large-scale learner corpus study or
(ii) designed to measure vocabulary breadth,
rather than depth. This paper presents the pre-
liminary results of an ongoing work to utilize
contextualized word embeddings (CWEs) ob-
tained from a large pre-trained language model
to measure the depth of L2 speakers’ vocabu-
lary knowledge, operationalized as how similar
L2 speakers’ use of a given word is to that of
L1 speakers’. We find that (i) the mean dis-
tance between L1 CWEs and L2 CWEs of a
given word tends to decrease as the proficiency
level becomes higher, and that (ii) while words
that have similar CWEs in the L1 corpus and
L2 corpus tend to reveal interesting properties
about the word use, words that have dissimi-
lar CWEs in the two corpora often suffer from
domain effects.

1 Introduction

Characterizing learner language has been a major
task in second language acquisition (SLA) litera-
ture. Various aspects of texts produced by second
language (L2) English speakers have been shown
to deviate from first language (L1) English speak-
ers, such as syntactic (Pienemann, 1998) and mor-
phological aspects (Goldschneider and DeKeyser,
2001). Among these, deviation in word use is
particularly difficult to characterize as the "native-
likeness" of word use is not as clear-cut as that
of syntactic or morphological knowledge, where
the correct and incorrect use is rather clearly de-
fined. Hence, a number of methods to measure
L2 speakers’ word use have been proposed, and
they are roughly categorized as capturing either
the breadth (how many) or depth (how well) of vo-
cabulary knowledge (Wesche and Paribakht, 1996).
While a number of automatic measurements for
vocabulary breadth have been proposed (e.g., Lu,

2012), measurements for vocabulary depth largely
remain infeasible for a large-scale learner corpus
study. As such, we propose a new approach to
measure vocabulary depth by leveraging the word
embeddings obtained from a large language model.

In fact, the idea of using word embeddings to
compare word use across different populations
is not new; for example, using this approach,
Del Tredici and Fernández (2017) investigated se-
mantic variation across different communities of
practice, and Hamilton et al. (2016) studied di-
achronic semantic change. Since this approach is
applicable to any comparative analysis as long as it
involves multiple populations that speak the same
language, the current study aims to extend this ap-
proach to measure the depth of vocabulary knowl-
edge, operationalized as how similar L2 speakers’
use of a given word is to that of L1 speakers’ (i.e.,
a comparative analysis of L1 and L2 Englishes).

In the subsequent sections, we will first briefly re-
view existing approaches to measure learners’ word
use in SLA literature (§2.1) and show how methods
from distributional semantics can be employed to
tackle this problem (§2.2). We then describe the
data, model, and experiments (§3), followed by the
results (§4) and discussion (§5), including implica-
tions and limitations, as well as future directions.

2 Relevant work

2.1 Vocabulary acquisition

Vocabulary acquisition garners a considerable at-
tention in SLA literature, and various operational-
izations and measurements have been proposed.
For example, within the widely used proficiency
measurement framework of complexity, fluency,
and accuracy (CAF; Skehan et al., 1998), lexical
complexity is measured by several indices, such
as type-token ratio and lexical sophistication of L2
writing (Norris and Ortega, 2009). The former rep-
resents the (absence of) repetition in vocabulary,
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and the latter captures the use of low-frequency
lexical items.

Other approaches suggest the importance of
breadth-depth distinction: the former represents
how many vocabulary items a learner knows, and
the latter represents how well a learner knows a
certain vocabulary item (Nation, 2001). Multiple
choice questions are among the most common mea-
sures of vocabulary breadth, whereas a variety of
tests are used to measure vocabulary depth, such
as completing idiomatic expressions, filling in the
blank using collocation knowledge, and writing
down synonyms of a given vocabulary item (Mil-
ton, 2009).

Some approaches (e.g., type-token ratio, vocabu-
lary sophistication) can be applied to written texts
automatically (e.g., Lu, 2012) and hence scalable
to a large-scale learner corpus study; however, they
are not capable of measuring anything beyond vo-
cabulary breadth (i.e., how many words) or how ad-
vanced those known words are. Other approaches
(e.g., idiom, collocation, or synonym) are better
proxies for measuring vocabulary depth, yet the
reliance on the carefully crafted tests and the need
for learners to take them make these approaches
expensive. Hence, we argue for the use of methods
from distributional semantics to obtain a richer rep-
resentation of word usage, rather than relying on
the counts of word use in a given text.

2.2 Distributional semantics
The idea that the meaning of a given word is
captured in the distribution of the word (i.e, co-
occurring words) in a given corpus is called dis-
tributional hypothesis (Harris, 1954). Building
on this hypothesis, Salton (1971) proposed vector
space model, where a word can be represented as
a point in high-dimensional vector space based on
the count of neighboring words. This count-based
vector space model has spawned a number of stud-
ies that investigate its linguistic implications (Erk,
2012).

Replacing this count-based approach, Mikolov
et al. (2013a) proposed a prediction-based approach
called word2vec, enabling a given word to be repre-
sented as a low-dimensional dense vector, instead
of the traditional term-to-term sparse vector. Subse-
quent studies find that surprising amount of linguis-
tic information is captured in this dense representa-
tion. For example, Mikolov et al. (2013b) find that
word vectors can be added and subtracted to derive
another word vector. An often-cited example is

that the vector for Queen can be approximated by
King−Man+Woman.

Both count-based and prediction-based ap-
proaches described above generate type-based
word vectors, meaning that each word type receives
a single word vector. The advent of language mod-
els capable of taking contexts into consideration,
such as ELMo (Peters et al., 2018), enables each
word token, rather than word type, to receive a sepa-
rate word vector, often referred to as contextualized
word embeddings (CWEs). Of such language mod-
els, BERT (Devlin et al., 2019) is perhaps the most
widely used and extensively studied (see Rogers
et al. 2020 for an overview of the studies that inves-
tigate BERT’s internal representation).

While much work has been devoted to applying
word embeddings to downstream NLP tasks, and
their usefulness has been widely recognized (e.g.,
Devlin et al., 2019; Liu et al., 2019), others uti-
lized them for more theoretical investigations, such
as semantic variation across communities of prac-
tice (Del Tredici and Fernández, 2017), diachronic
semantic shift (Del Tredici et al., 2019; Hamil-
ton et al., 2016), and variation in semantic frames
across different languages (Sikos and Padó, 2018).
Most, if not all, studies of the latter kind (theoret-
ical investigation) adopt type-based word embed-
dings; hence, this study is arguably the first of its
kind to apply CWEs to perform a comparative an-
alysis of language use by multiple populations (see
§3.2).

In light of all this, we ask the following two
questions:
1. Do CWEs capture the depth of L2 speakers’ vo-
cabulary knowledge? In other words, can we infer
how well L2 speakers know a given vocabulary
item by comparing its CWE from that of L1 speak-
ers’(§4.1)?
2. How does word use differ across the two popula-
tions (L1 and L2 speakers), and what are the words
that diverge the most/least? (§4.2)?

3 Method

3.1 Data

Since few large-scale learner corpora are readily
available, a learner corpus was selected first to
ensure that an appropriate native English corpus
could be selected based on the nature of the chosen
learner corpus. For learner corpus, we use the EF-
Cambridge Open Language Database (EFCAM-
DAT; Huang et al., 2017; Geertzen et al., 2013),
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a collection of essay assignments written by non-
native English speakers of various first languages.
EFCAMDAT contains more than 83,000,000 word
tokens in the essays written by more than 170,000
learners of English, and each essay is accompanied
by metadata, including the proficiency level that
ranges from 1 to 16.1 For this study, only the essays
written by Japanese learners of English are used,
amounting to 1,602,328 words from 21,374 essays
written by 3,441 learners.

For native English corpus, we use the Lou-
vain Corpus of Native English Essays (LOC-
NESS; Granger, 2014). LOCNESS is a corpus
of argumentative and literary essays written by uni-
versity students in the U.S. and in the U.K. To make
the speaker profile homogeneous and to ensure the
comparability of the texts to EFCAMDAT, only
the argumentative essays written by university stu-
dents in the U.S. were included in this study. This
resulted in 176 essays and 149,574 words in total.

Note that the selected subcorpus from EFCAM-
DAT has the mean length of 74.96 words per essay,
whereas the LOCNESS counterpart has the mean
length of 849.85 words per essay. This is partly
due to the fact that EFCAMDAT consists of essays
written by learners of varying proficiency levels,
and the ones written by lower proficiency learners
are much shorter. Although the two corpora are not
perfectly comparable, they share the same genre
(i.e., essay assignment) and are considered at least
minimally appropriate for the purpose of this study.
Implications and limitations of the difference be-
tween the two corpora will be further discussed in
§5.2.

3.2 Model

To obtain CWEs, we used flair implementation
of BERT (Akbik et al., 2019). BERT has rarely
been, if ever, used to perform a comparative analy-
sis of language use by multiple populations, and
most studies of this kind use type-based word em-
beddings, as discussed in §2.2. Although a similar
approach could have been taken in this study as
well, BERT was preferred for a few reasons.

First, language models like BERT are pre-trained
on a large amount of data; therefore, we can obtain
a CWE that represents the meaning of the word
given the context by simply feeding a word with
its context (e.g., sentence) to the model. Training

1Full details available at: https://corpus.mml.cam.ac.
uk/faq/EFCamDat-Intro_release2.pdf

a language model from scratch, as is the case with
word2vec, often requires a large amount of data,
and this is an important advantage in favor of BERT
given the limited amount of accessible L2 English
texts.

Second, BERT consists of 12 (bert-base) or
24 (bert-large) layers, and a number of studies
have suggested that each layer encodes different
linguistic information, such as surface, syntactic,
and semantic information (e.g., Tenney et al., 2019;
Jawahar et al., 2019). With these insights about
BERT’s internal structure, different aspects of word
use could potentially be elucidated by analyzing
CWEs obtained from each of the BERT’s internal
layers. We will leave this to future studies (see
§5.2) and focus on the CWEs obtained from the
final layer in this paper.

Lastly, BERT’s attention mechanism (Vaswani
et al., 2017) allows the model to learn how much
attention to pay for each word (i.e. how much
to weigh each word) in a given context. There-
fore, CWEs obtained from BERT is, in a sense, a
weighted sum of all the words’ embeddings in a
given context. This may allow us to capture the dif-
ference in word use more fully, compared to models
that only use its k neighboring words, where k is
a hyperparameter, during its training phase (e.g.,
word2vec).

3.3 Experiment

To answer the two research questions, we need
to define what it means to compare the word use
between two populations. Here, we base our com-
parative analyses on the two centroids of a given
word, one for each population. More specifically,
the following steps were taken to obtain CWEs for
each of the native and learner corpora described in
§3.1.
1. Create a vocabulary list of 1,000 most frequent
lexical items.
2. Obtain CWEs for each occurrence of each lexi-
cal item in the vocabulary list created in 1.
3. Calculate the centroid of the embeddings for
each lexical item.

In 1, we only use the top 1,000 frequent words to
ensure that the centroids obtained in 3 is a reliable
representation of the word usage by the population
(i.e., L1 or L2). For 2, an entire sentence was fed
into BERT (Devlin et al., 2019) to obtain a CWE
of each occurrence of a given word. Once the
above steps are completed for each of the corpora,
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the similarity score between the two centroids was
calculated for each lexical item that appears in both
of the two vocabulary lists. For example, if a word
argument appears 15 and 30 times and in native
and learner corpus, respectively, and qualifies as
the 1,000 most frequent items in both corpora, the
centroid of those 15 CWEs of argument from the
native corpus and the centroid of those 30 CWEs of
argument from the learner corpus will be compared
using Euclidean distance. Since we are interested
in the difference (or similarity) in the word use
between the two corpora, rather than among the
individuals, we calculate the ratio of inter-corpus
distance to intra-corpus average distance. Formally,
we define the metrics as following:

Score = Distinter−corpus

Distintra−corpus
(1)

Distinter-corpus is a simple Euclidean distance be-
tween the two centroids. Distintra-corpus is an aver-
age distance of each CWE from the centroid of a
given word w in a given corpus c:

∑c∈{L1,L2}∑Nw,c
i=1 ∣Centroidw,c− w⃗i,c∣∑c∈{L1,L2}Nw,c

, (2)

where Nw,c represents the total number of occur-
rences of the word w in a given corpus c.

For research question 1, hypothesizing that the
depths of L2 learners’ vocabulary knowledge in-
crease as they become more proficient in their L2,
we would expect the distance score to decrease (i.e.,
L2 CWEs become more similar to L1 CWEs) for
learners with higher proficiency levels. In order
to show this, the experimental steps are slightly
modified: instead of using the aggregate L2 corpus,
we treat each proficiency level as a separate popula-
tion; hence, the steps defined above were repeated
16 times, once per proficiency level. Each of these
sub corpora will be referred to as L2-{level} (e.g.,
L2-6 for the level 6 sub-corpus taken from the L2
corpus).

For research question 2, no such modifications
were necessary, as we are interested in investigat-
ing how the word use diverges between the two
populations, as well as what words show most/least
divergences.
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Figure 1: Mean Score by Proficiency Level

4 Results

4.1 Research question 1

A total of 100 words were found to be among
the top 1,000 frequent words in all of the corpora
(i.e., L1 corpus and 16 proficiency-based L2 sub-
corpora). To quantify the (dis)similarities in word
use between L1 corpus and each of the 16 L2 sub-
corpora, we calculate the distance score defined in
eq. (1) for each of these common 100 word types,
and take their mean weighted by the number of to-
kens per word type for each of the 16 comparisons
(i.e. L1 vs L2-1, L1 vs L2-2, ..., L1 vs L2-16). The
results are summarized in figure 1, where the line
plot represents the mean distance score, and the bar
graph represents the total number of occurrences
of the 100 common words per proficiency level.

We can observe an overall decreasing tendency,
with the trend being particularly pronounced at
levels from 1 to 11. This seems to validate the
use of CWEs to measure the depth of vocabulary
knowledge, hypothesizing that the depth grows (i.e.
distance score should decrease) as the proficiency
level becomes higher.

However, the slight increase in the mean dis-
tance score towards the highest proficiency levels
is worth noting. Although a further investigation is
necessary to explain this result, a few possibilities
are considered here. First, as the bar graph sug-
gests, the start of the increase in the mean distance
score at level 12 coincides with the decrease in the
sample size. That is to say, the number of tokens
at levels 12 to 16 are substantially smaller than
those at levels 1 to 11. Hence, this may be the re-
sult of small sample sizes, and the result may have
been different with larger sample sizes for higher
proficiency learners. Another possibility is that,
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Word Score DInter DIntra # (L1) # (L2) Word Score DInter DIntra # (L1) # (L2)

men 0.21 1.51 7.31 147 351 basketball 4.80 18.60 3.87 17 251
women 0.22 1.35 6.04 320 484 expensive 3.43 16.57 4.83 16 596
since 0.23 2.32 10.16 101 479 communication 3.04 15.42 5.08 14 214
time 0.24 2.12 8.87 288 3039 enjoy 2.73 16.29 5.97 18 831
things 0.24 1.80 7.44 111 666 concern 2.10 8.45 4.02 20 429
according 0.24 2.36 9.84 55 125 wild 1.72 8.10 4.71 37 182
one 0.26 2.55 9.97 595 2798 florida 1.65 6.37 3.85 49 128
less 0.26 1.98 7.75 82 254 name 1.33 7.62 5.72 24 2446
say 0.26 2.09 7.91 108 384 actually 1.25 11.35 9.11 38 300
even 0.27 2.83 10.64 213 594 contact 1.24 7.63 6.17 19 464

Table 1: Top 10 similar words (left) and top 10 dissimilar words (right)

because essay topics vary across proficiency levels,
it may simply be the case that the topics at higher
proficiency levels happened to be different from
the topics L1 essays are written on. Alternatively,
and more interestingly, if this U-shaped curve is
truly capturing the relationship between the depth
of vocabulary knowledge and proficiency level, we
may have to revise our hypothesis that the distance
score will monotonically decrease as a function of
proficiency level. We will return to this point in
§5.1.

4.2 Research question 2

A total of 465 words were found to be among the
top 1,000 frequent words in both corpora. Of these
465 words, the most similar and dissimilar words
were identified based on the distance score defined
in eq. (1), and the results are summarized in table 1.

4.2.1 Words with smaller distances
For the 10 most similar words (left), the score
ranges from 0.21 to 0.27, meaning that the dis-
tance between the L1 centroid and the L2 centroid
was about 4-5 times smaller than the average dis-
tance between the centroid and each of the word
token within the corpus. The 2 most similar words,
men and women, are perhaps due to the similar
essay topics coincidentally present in the two cor-
pora. A naive comparison of the 10 most frequent
words that appear in the same sentence as the word
men show that women, equal, society, and chil-
dren often co-occur with men in L1 corpus, while
women, work, and equal are the common neighbor-
ing words in L2 corpus. This large overlap suggests
that men and women both occur in the context of
an essay prompt about gender equality in both cor-
pora.

More interestingly, other words in table 1 include
generic words that could appear in a variety of con-
texts, such as since, according, even, and things.

Word # (L1) Word # (L2)

would 22 though 69
people 21 people 53
one 16 work 29
though 15 one 29
may 14 many 25
time 14 think 25
make 10 get 24
could 10 like 22
many 9 time 22
use 9 go 22

Table 2: Top 10 Co-occurring words with even in L1
corpus (left) and in L2 corpus (right)

Since the context in which these words appear is
likely to be affected by the domain of the text, it
is reasonable to expect these words to have high
inter-corpus distances; however, they all have rela-
tively small inter-corpus distance. For example, the
10 most frequently co-occurring items of the word
even in each of the two corpora are summarized in
table 2. In both corpora, though, many, and people
seem to co-occur frequently with the word even.
A possible interpretation is that, in argumentative
essays, both L1 and L2 English speakers use even
as a way to express concession or contrast (as in
even though), and that the conceding or contrast-
ing proposition, which is secondary to the main
proposition, tends to be general.

In a similar vein, things frequently co-occur with
people, money, life, and time in L1 corpus, and with
people, time, and life in L2 corpus. This overlap-
ping in the co-occurring words seems to suggest
that L1 and L2 English speakers both use the word
things as a way to describe general facts or truths
about the world, pertaining to people, money, and
time. This may be due to the genre of the L1 and L2
texts–because they both contain argumentative es-

Proceedings of the 11th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2022)

5



Word # (L1) Word # (L2)

many 10 like 16
prayer 7 ’m 13
would 6 however 11
people 4 people 10
religion 4 work 9
society 3 know 7
public 3 show 5
students 3 much 5
recite 3 really 5
times 3 person 5

Table 3: Top 10 Co-occurring words with actually in
L1 corpus (left) and in L2 corpus (right)

says,2 these general statements may be used to set
the scene before introducing the main arguments.

4.2.2 Words with larger distances
Of the 10 most dissimilar words (right), basketball
had the highest score of 4.80, meaning that the
distance between the two centroids was almost 5
times larger than the average distance within each
of the corpora. The co-occurring words in the L1
corpus, such as respect, men’s, women, coach, and
colleges suggest that L1 English speakers tend to
use basketball in the context of collegiate athlet-
ics. In the L2 corpus, on the other hand, the fre-
quent co-occurring words, such as afternoon, ev-
ery, games, and computer seem to suggest that the
word is used in the context of hobbies or daily rou-
tines. This may not be so much of a difference in
the word use as a difference in the domain, since
EFCAMDAT contains non-argumentative essay as-
signments, such as describing routines.

Table 3 lists the top 10 co-occurring words of
another dissimilar word actually in L1 corpus (left)
and in L2 corpus (right). Apart from the effect
of domain difference similar to above observation
on basketball, table 3 reveals interesting ways in
which its usage differs between the two population.

First, it is worth noting the contrast between
even and actually. That is to say, although both
of them are adverb and carry less "content" com-
pared to more strongly content words, such as verbs
and nouns, even is robust to the domain difference,
whereas actually is not. This may be explained by
their use in discourse. On the one hand, actually is
commonly used to introduce a piece of information

2Texts in EFCAMDAT are all essay assignments, but they
include non-argumentative ones as well.

expected to be surprising to the audience, and the
proposition is often specific to the topic or domain
of the text. Even, on the other hand, can be used
to mark concession or contrast (as in even though)
as discussed above, and the subordinate clause in-
troduced by even tends to be a general statement to
which the main clause (often the main proposition)
is antithetical.

Second, in L2 corpus, however is frequently used
in combination with actually. A manual inspec-
tion of these 11 sentences where actually and how-
ever co-occurred shows that these two words occur
within the same clause in 4 of these 11 sentences,
meaning that they are used to modify the same
proposition as shown in an example below:

(1) However, actually it’s still difficult for women
to continue their work after they get married
and have children. (writing id = 1064583)

Notably, L1 corpus contains only 1 co-occurrence
of actually and however, and it is not within the
same clause. This difference may reasonably be
attributed to the difference in the size of the two
corpora; however, it may be the case that the mean-
ing of however is construed slightly differently by
the two populations. However, whether this is a
difference in meaning (e.g., actually containing
contrastive meaning or not) or a mere collocation
knowledge (e.g., actually and however are simply
not used together conventionally) remains incon-
clusive.

5 Discussion

5.1 Implication
This paper argued for the use of CWEs obtained
from a large pre-trained language model to analyze
the word use of L1 and L2 speakers of English
and presented the preliminary results. We found
that (i) the mean distance between L1 CWEs and
L2 CWEs of a given word tended to decrease as
a function of proficiency level, and that (ii) while
similar uses of a given word by the two population
are due to either a domain effect (e.g., men and
women) or a particular function the word plays in
the discourse (e.g., things and even), dissimilar uses
of a word, on the other hand, were mostly the result
of domain differences (e.g., basketball).

For (i), an exception to the overall decreasing
trend was observed at levels 12 to 16, where the
mean distance score slightly increased. This may
be due to methodological reasons, such as imbal-
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anced sample sizes and essay topics (see §4.1).
Alternatively, U-shaped curve may actually be rep-
resentative of the true relationship between the
depth of vocabulary knowledge and proficiency
level, rather than caused by some methodological
limitations. This phenomenon, where a certain as-
pect of linguistic knowledge appears to regress in
the process of L2 learning, is referred to as back-
sliding or regression (Selinker, 1972;Selinker and
Lamendella, 1981; Lantolf and Aljaafreh, 1995). If
this was the case, it may be an oversimplification
to operationalize the depth of vocabulary knowl-
edge as how similar an L2 learner’s use of a given
word is to that of L1 speakers’. Although this point
remains inconclusive in our preliminary results, it
is an important question to address in the future
research.

5.2 Limitations and future directions
Although this study contributes to the existing body
of literature by arguing for the use of CWEs ob-
tained from a large pre-trained language model to
investigate L1 and L2 Englishes, some limitations
and future directions were identified.

First, as has been mentioned in §3.1, the mean
sentence length of the selected L2 subcorpus is
much shorter (74.96 words) than that of the L1
corpus (849.85). Since longer essays may con-
tain more anaphoric expressions such as pronouns,
it may affect the contexts in which words occur.
However, since low proficiency L2 speakers tend to
write shorter sentences, it is challenging to balance
the mean sentence length across the two popula-
tions.

Second, we opted for BERT as a way to obtain
CWEs because of its use of the entire sentence to
contextualize the word embeddings. However, this
might have amplified the domain effect (i.e., differ-
ences in topic, prompt). Hence, using a model that
leverages more immediately neighboring words (by
adjusting the hyperparamter of n-gram size), such
as word2vec (Mikolov et al., 2013a), separately
for each of the two corpora may enable a more
domain-agnostic comparison of the word use. In
fact, Sikos and Padó (2018) used English and Ger-
man corpora of different domains to train separate
frame embeddings using word2vec, yet the results
yielded meaningful comparisons and implications.
However, training a model from scratch is not an
viable option for the data used in this study, since
some sub-copora, especially the ones with a higher
proficiency, had substantially smaller sample sizes.

Third, BERT’s layers have been shown to encode
distinct linguistic information (Rogers et al., 2020).
For example, middle layers encode syntactic in-
formation (Hewitt and Manning, 2019), whereas
higher (closer to the final) layers encode more ab-
stract semantic information (Jawahar et al., 2019;
Tenney et al., 2019). Although this study used the
outputs from the final layer, future studies could
obtain different insights by obtaining outputs from
each of the 12 layers.

Lastly, once the above limitations are resolved
and more meaningful differences in word use be-
tween L1 and L2 Englishes can be reliably ob-
tained, it may be promising to investigate the em-
bedding space in multilingual BERT (Devlin et al.,
2019). For example, hypothesizing that the dif-
ferent word use is the result of L1 transfer, the
deviation of the centroid vector may be in the di-
rection of the vector of an equivalent word in the
learners’ L1 (e.g., Japanese speakers’ use of an
English word love may be slightly shifted towards
its Japanese counterpart ai, compared to native En-
glish speakers’ use of the same word).
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Abstract
Research into Automatic Exercise Generation
(AEG) contributes new tools aimed at reduc-
ing the barrier to creating practice material,
but few have been deployed in actual instruc-
tion with real learners. The present study ex-
tends previous work by employing AEG tech-
nology in instruction with L2 learners to eval-
uate its pedagogical effectiveness. Thirty-two
second language learners of French were as-
signed to either a treatment condition, who
practised with generated exercises, or a control
condition that did no extra work. Both groups
completed pre-, post-, and delayed post-tests.
Participants in the treatment condition also
completed questionnaires that elicited data on
their in-practice emotions and the situations in
which they arose. Our preliminary results sug-
gest that AEG-based instruction can be peda-
gogically effective and support positive learn-
ing experiences, help to identify aspects of the
instruction that could be improved, and sug-
gest that a peer review mechanism could have
an important role in future CALL platforms
that use generated exercises.

1 Introduction

Despite the success of artificial intelligence in
many aspects of our daily lives, sightings of In-
telligent Computer Assisted Language Learning
(ICALL) systems outside of the research lab re-
main rare. One barrier to their more wide-spread
adoption is that equipping these systems with
enough exercises for sustained practice is costly,
requires a special skill set, and is beyond the scope
of many projects. Fortunately, a growing body of
research is investigating technology for Automatic
Exercise Generation (AEG), which employs lan-
guage technologies and linguistic resources to au-
tomatically generate practice materials.

The present study extends work in AEG by ex-
ploring the feasibility of using generated exercises
with real learners. The learning context is an e-
learning tool we have developed called COLLIE.

While previous work tends to focus on English,
COLLIE targets French grammatical gender, a lin-
guistic target that learners find difficult (Lyster
and Izquierdo, 2009). COLLIE scaffolds learning
of gender-predictive noun suffixes with nine ex-
ercise types, including three spoken exercises, all
of which can be generated automatically from ar-
bitrary French texts, and an instruction sequence
adapted from an effective human-led intervention.

We evaluated COLLIE by recruiting 32 French
L2 learners from three North American universi-
ties. Half of the participants were assigned to a
control condition, while another half completed an
automated version of the instructional treatment
in Lyster and Izquierdo’s (2009) study adapted
to online self-study and featuring only automat-
ically generated exercises. In this paper we re-
port on our findings showing positive learning out-
comes from pre-test to delayed-posttest, suggest-
ing that AEG can provide an effective context for
learning a challenging element of French gram-
mar. Self-reports from learners who practised with
COLLIE report largely positive emotional experi-
ences, and responses to open item questionnaires
pinpoint sources of frustration, related to speech
recognition and the instructional format, with the
majority of negative experiences not attributable
to the use of AEG.

2 Background

Research on tools aimed at reducing the burden
of creating learning materials for ICALL systems
has taken place since at least the early 2000s (e.g.,
Heift and Toole, 2002) and since then its value has
continued to be recognised (e.g., Presson et al.,
2013). Studies in the area aim at developing
computational methods, often based on underlying
natural language processing technology but not al-
ways (e.g., Malafeev, 2014), for automatically cre-
ating L2 practice exercises of different types.

An important aspect of research into AEG is
This work is licensed under a Creative Commons Attribution 4.0 International Licence.
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evaluation. In our experience, the evaluations in
the literature can be grouped into three main con-
cerns:

• evaluations of the technology underlying the
exercise generation (e.g., Heift and Toole,
2002; Chalvin et al., 2013; Freitas et al.,
2013; Aldabe et al., 2006; Beinborn, 2016;
Colin, 2020; Ferreira and Pereira Jr., 2018;
Malafeev, 2015; Perez-Beltrachini et al.,
2012; Zilio et al., 2018; Baptista et al., 2016;
Zanetti et al., 2021);

• human expert judgments of exercise qual-
ity along different dimensions (e.g., Chink-
ina and Meurers, 2017; Chinkina et al., 2020;
Burstein and Marcu, 2005; Antonsen et al.,
2013; Chalvin et al., 2013; Pilán et al.,
2017; Pilán, 2016; Slavuj and Prskalo, 2021;
Malafeev, 2014; Freitas et al., 2013); and

• reports from actual tool use by students (e.g.,
Chinkina et al., 2020; Malafeev, 2014; An-
tonsen and Argese, 2018; Antonsen et al.,
2013; see also Galvan et al., 2016) or instruc-
tors (Toole and Heift, 2002; Burstein and
Marcu, 2005; Antonsen and Argese, 2018).

Most evaluations fall into the first two categories,
and while the third type is certainly related to our
interest in the readiness of AEG for deploying to
real learning situations, none of the studies inves-
tigate the instructional effectiveness of generated
exercises.

A crucial step in evaluating AEG is establishing
that new algorithms can deliver real value to L2
language instructors and learners. To this end, the
present study explores the extent to which practice
with automatically generated exercises delivers ef-
fective L2 learning. In this context, it is clearly im-
portant to study how learners’ proficiency on tar-
get linguistic features changes as a result of prac-
tice. Alongside L2 proficiency, learners’ affec-
tive (i.e., emotion-related) experiences in the prac-
tice activities are also important to consider be-
cause of the potential for different emotional expe-
riences to influence learning outcomes. The path-
ways between emotions and L2 proficiency devel-
opment are theorised to be dynamic and bidirec-
tional (Shao et al., 2020), and to interact with per-
sonal goals as well as the environment (Dörnyei,
2009), and so are very complex, but evidence for

the important role of emotions in SLA is emerg-
ing: Teimouri et al. (2019) in their meta-analysis
of SLA research on anxiety found strong support
for a negative relationship between anxiety and L2
achievement, suggesting that feelings of “tension,
apprehension, nervousness, and worry” (p. 2, as
cited in Spielberger, 1983) hinder L2 learning at a
macro level. In a longitudinal study of classroom
learning, Saito et al. (2018) found evidence for the
facilitating effects of positive emotions on practice
behaviour and L2 development.

In the context of self-study CALL practice us-
ing AEG, anxiety is perhaps less likely to play
an important role, but due to the uncertain readi-
ness of the emerging technology, other negative
emotions such as confusion, frustration or bore-
dom could hinder learning. Similarly, in-practice
feelings of enjoyment, interest, curiosity, or con-
fidence could “facilitate holistic thinking and cre-
ative problem solving, broaden the scope of atten-
tion and cognition, ... and enhance intrinsic moti-
vation and long-term efforts” (Shao et al., 2020, p.
8). Thus, affective experiences play an important
role in L2 instruction and so are a valuable dimen-
sion of evaluating instructional effectiveness. For
these reasons, in the present study we target the
following two research questions:

• To what extent can instruction based on au-
tomatically generated practice exercises im-
prove learners’ L2 grammatical accuracy?

• To what extent does AEG-based instruction
support positive learning experiences?

3 The present study

The study proceeded in three phases. In the de-
sign phase we searched the SLA literature for an
instructional approach to provide a solid pedagog-
ical basis for the to-be-generated exercises that at
the same time appeared technically feasible to au-
tomate. The approach we identified is a practice
sequence developed by Lyster (2016, 2018) with
three types of activities: noticing activities expose
learners to written and spoken language carefully
chosen to draw their attention to L2 features that
are difficult to learn; awareness activities stim-
ulate learners to reflect on the patterns they see
in the language; output activities prompt learn-
ers to test their hypotheses by producing written
and spoken language and receiving feedback. A
successful intervention study in the SLA literature
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(Lyster and Izquierdo, 2009) provided a concrete
example of the practice sequence and its exercises.
The intervention guided learners to notice and use
noun suffixes in French that predict grammatical
gender (e.g., most nouns ending in -ette tend to be
feminine), and we adopted it as a reference for the
technology we would develop. In what follows,
we refer to this study as the original intervention.

In the development phase, we developed the
technology to automatically generate the 9 dif-
ferent exercises used in the original intervention.
One or two could not be used because they were
technically too challenging, and we replaced those
with similar ones that were technically feasible.
This included an exercise generation pipeline us-
ing NLP, various linguistic resources, and a learner
model (see Section 4.1). To be able to collect
data on the effectiveness of the exercises with real
learners, we also developed user interfaces for the
exercises, a Learning Management System (LMS)
for researchers to carry out experiments, and a
number of research instruments (see Section 4.2).

In the evaluation phase we arranged a new in-
tervention modelled closely after the original in-
tervention we identified in the design stage. Keep-
ing our planned evaluation similar to the original
intervention had two advantages: 1) we could be
confident our instructional treatment had validity,
and 2) the human-led study could serve as a gold
standard against which we could compare learn-
ing outcomes of a second intervention that used
automatically generated exercises (see Malafeev,
2014 and Chinkina et al., 2020, who use a simi-
lar approach of comparing ratings of exercises to
a human gold standard).

4 Materials and Methods

4.1 Exercise generation pipeline

Among the existing methods for exercise genera-
tion (see Perez-Beltrachini et al., 2012 for a dis-
cussion of different methods), our approach has
the most in common with the systems developed
by Heift and Toole (2002) and Heck and Meurers
(2022) as our pipeline relies on NLP tools to han-
dle arbitrary documents as input (as opposed to be-
ing based on static corpora, e.g. Pilán et al., 2017,
or automatically generated language, e.g. Perez-
Beltrachini et al., 2012; Verweij, 2020). Our ap-
proach differs from (Heift and Toole, 2002) be-
cause the pipeline requires another NLP compo-
nent, namely a dependency parser, and unlike the

work by Heck and Meurers (2022), our pipeline
does not accept HTML but is limited to plain text,
as preserving the original look and feel of the doc-
ument was not an important requirement to realise
the instructional approach we selected.

The pipeline can be divided into two stages, an
intake stage, and a generation stage (see Figure 1).

  

Text Document

CoreNLP
Micro-service

Document
Manager

Database
Document

Profiler

Linguistic Resources

Exercise Generators

Exercise
Manager

Learning
Goal

Exercise
Type

Exercise

Annotated
Document

Rd St Ls Jg Fb

Fa Rl Sw Oi

Lx Vis GL LM

Figure 1: The exercise generation pipeline consists
of an intake stage (top) and a generation stage (bot-
tom). The system supports generating nine exercise
types for practising French grammatical gender: Read-
ing / Noticing (Rd); Sorting (St); Listing (Ls); Judg-
ing (Jg); Fill-in-the-Blanks targeting determiners (Fb)
and determiners and adjectives (Fa); Riddles (Rl); Say
the Word that Fits (Sw); and Object Identification (Oi).
During generation the system makes use of three lin-
guistic resources, Lexique (Lx); a database of readily
visualisable words (Vis); and GLAWI (GL), as well as
a Learner Model (LM).

In the intake stage, the pipeline stands ready
for processing. Documents can be submitted to
a Document Manager component by instructors or
researchers through a web authoring tool; alterna-
tively, larger numbers of documents can be batch
processed using a script utility. Once received, the
document is parsed into a structured data represen-
tation with Part of Speech tags and Dependency
Parsing annotations. These annotations are ob-
tained automatically using the Stanford CoreNLP
toolkit (Manning et al., 2014), which we have im-
plemented as a remote micro-service. Follow-
ing parsing, the document and its corresponding
parsed data structure is saved to a database for later
retrieval. Immediately after being stored, a Doc-
ument Profiler component analyses the document
annotations to search for instances of language
that are suitable for a given learning goal; for each
supported learning goal, matching instances are
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counted, and the results of this document intake
are also saved to the database as a cached profile
to support efficient ranking of documents accord-
ing to a learning goal of interest, or to discover
which learning goals are supported by a particular
document.

For the generation stage, we implement on-the-
fly exercise generation. This means that after doc-
uments are fully processed no exercises are gen-
erated immediately. Instead, the system waits un-
til there is a request from a user. Requests spec-
ify three arguments, 1) a document, 2) a learning
goal and 3) an exercise type. These arguments
are received by an Exercise Manager component,
which orchestrates the generation of the exercise.
First, the manager looks in the database to see if
an exercise for this triplet has already been gener-
ated, and if found it is returned. If not, the man-
ager searches in its registry of exercise generators.
Exercise Generators in the system are specialized
components that know how to build exactly one
exercise type for exactly one learning goal. At
pipeline initialisation time, the system searches
through its codebase and registers all components
implementing an Exercise Transformer interface.
Then, when a request to generate an exercise ar-
rives, the Exercise Manager searches this registry
to see if it has a suitable generator and if so, dele-
gates the exercise generation request.

Exercise generators all have in common that
they iterate over the lines of a document to per-
form checks on each line for pedagogical rele-
vance. These checks involve searching for depen-
dency parse relations as well as additional linguis-
tic criteria. Each line is processed differently de-
pending on the results of the checks: if the gener-
ator determines that a line contains an instance of
the learning goal (e.g., French grammatical gen-
der), the line is transformed to a data structure with
a format dictated by the particular exercise type
being generated (e.g., a fill-in-the-blank). Other-
wise, the generator either includes the raw text as
is for meaningful context, as with the Reading ex-
ercise generator, or discards the line, as in the Rid-
dle exercise. Depending on the exercise, genera-
tors employ additional linguistic resources for dif-
ferent purposes:

• Checking for adherence to predicted gram-
matical gender: When a generator encounters
a target word with a gender-predictive suf-
fix (e.g., words ending in -ette are nearly al-

ways feminine), it must verify that the gender
predicted by the suffix is indeed the word’s
actual gender (there can be exceptions, such
as squelette “skeleton” which has masculine
grammatical gender). The pipeline integrates
a Lexique database (New et al., 2004) to look
up the gender of words with predictive suf-
fixes and avoid words that are exceptions.

• Identification of readily visualisable words:
In the case of Object Identification exercises,
the generator must determine if a word with
a gender-predictive suffix can be easily de-
picted in an image. For this, we developed
an in-house resource that distinguishes be-
tween words that can be visualised easily
(e.g., une éruption “an eruption”) or with
difficulty (e.g., une abstraction “an abstrac-
tion”). The resource draws on three English-
language databases in psycholinguistics con-
taining ratings for words related to their
ease of visualisation (Wilson, 1988; Brys-
baert et al., 2013; Scott et al., 2018). In these
partially overlapping databases, each word
has a score related to how readily it can be vi-
sualised. As an approximation we first auto-
matically translated headwords to French and
then combined available ratings from the dif-
ferent databases by taking their mean. Fi-
nally, we set a threshold by experimenting
with different values and choosing the lowest
value that did not return unsuitable words. 1

• Clue creation for Riddle exercises: Our ap-
proach to clue creation is straightforward. We
integrate a linguistic resource called GLAWI
(Hathout and Sajous, 2016), which is a lex-
ical database containing definitions (among
other information) derived from Wiktion-
naire. The riddle generator obtains clues for
a target word by loading the relevant defini-
tions from GLAWI. Because the target word
can sometimes appear in the returned defini-
tions, in a second step we replace all occur-
rences of the target with underscore charac-
ters to ensure the riddle is not too easy.2

1We also manually reviewed the images to mark content
that was inappropriate for an educational context (e.g., nu-
dity, violence) but a detailed presentation of this is beyond
the scope of this paper.

2For a more creative approach to clue generation for those
working with English as a target language, see Galvan et al.,
2016
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• Selecting previously unseen words: an ad-
ditional resource used by some generators
is the system’s Learner Model. The learner
model tracks which nouns a learner has seen
and how often. For example, in Reading ex-
ercises, when a target word appears on the
page, the word’s appearance is logged and
registered with the learner model. This data
is then an important resource during the gen-
eration of the Judgment exercise, which aims
to help the learner generalise their knowledge
from words they have already seen to words
with the same gender predictive suffixes that
they have not yet encountered.

Currently the exercise pipeline supports genera-
tion for French grammatical gender with nine ex-
ercises (see Figures 2 - 4 below for examples), and
support for more languages is planned for the fu-
ture (e.g., grammatical gender for Dutch and Ger-
man). The pipeline is implemented in Java, and is
designed to be modular so that it can be integrated
into any back-end web application based on the
Java virtual machine.

4.2 COLLIE e-learning platform

To support our evaluation of AEG, we devel-
oped a web-based e-learning platform that learners
could use and into which the exercise pipeline de-
scribed above could be embedded. The platform
we have developed is called COLLIE, an abbre-
viation of Counter-balanced Language Learning
& Instruction made Easier. The name and plat-
form draws inspiration from Lyster’s (2007) ap-
proach to balancing meaning-focused classroom
learning, which can fall short of pushing learners
to become fully accurate speakers, with accuracy-
focused practice where they are pushed to notice
L2 features that are difficult to learn, reflect on and
apply patterns in the L2, and practice producing
written and spoken language. The vision for COL-
LIE is to make it easier for teachers to supplement
their classroom-based activities, which are usu-
ally about communicating, with accuracy-focused
exercises that students can practice on their own
time, using content related to their classroom ac-
tivities.

In its current implementation, COLLIE sup-
ports written and spoken practice with immedi-
ate feedback. Scaffolded feedback is feasible be-
cause of the system’s closed exercise design and
narrow focus on grammatical gender, though ex-

panding to support other learning goals or more
open exercises would require a more sophisticated
feedback mechanism (c.f. Rudzewitz et al., 2018).
To support feedback in spoken exercises, we rely
on a commercial Automatic Speech Recognition
(ASR) service provided by Google Cloud (Google
Cloud, nd) for transcribing recordings before they
are processed by the system’s feedback module.
The recognition model used by the system is for
European French (language tag ‘fr-FR’), and we
use a mechanism offered by the service to provide
a set of hints consisting of all possible combina-
tions of French singular definite and indefinite de-
terminers and a target noun (e.g. le squelette | la
squelette | un squelette | une squelette). This set-
ting helps to guide the ASR towards transcriptions
that are most likely for a given practice item.

As a web application, COLLIE consists of a
back-end web server based on the Grails frame-
work and a front-end set of user interfaces that
communicate using HTTP requests. The front-end
interface generates requests, which are received
at specific URL endpoints by the back-end for
processing by different application modules. The
modules are implemented in Java and Groovy as
object-oriented classes and deliver core function-
alities from the AEG and LMS domains related
to entities such as Document, Exercise, User, Lo-
gEvent, SpeechRecording and so on. All modules
have accompanying unit tests to support refactor-
ing.

Results from back-end processing are serialised
to JSON and returned to the front-end for render-
ing. All user interfaces for the platform are im-
plemented using the React.js single page web ap-
plication framework. User interface elements are
modular and paremeterised into reusable compo-
nents (e.g., a VoiceRecorder for audio recording).

4.3 Instruments

To measure changes in French grammatical ac-
curacy, we adopted three proficiency tests used
in the original intervention, two oral production
measures and a binary-choice test. As annota-
tions for the oral production recordings are not
yet complete, in this paper we present the binary-
choice test results as a preliminary indicator of in-
structional effectiveness. Participants completed
the test on the COLLIE platform. They viewed
80 different items featuring words with gender-
predictive suffixes one at a time (see Figure 5).
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Figure 2: In the Object Identification exercise, learners must name the object they see on the right while using the
correct determiner. This is a spoken exercise, where student’s answers are first transcribed using speech recogni-
tion, and then evaluated for correctness.

Figure 3: In Riddle exercises, clues appear on the left in bullet points, which learners must read to guess the
determiner and noun on the right (in blanks). Clues are selected automatically, and because their helpfulness can
vary, there is a hint button that if pressed reveals approximately half of the letters for the noun.

Figure 4: The Say the Word that Fits exercise asks students to fill blanks in a document by speaking the correct
determiner and noun combination. In the cases where speech recognition does not work accurately, which can be
the case sometimes for some participants, there is a keyboard icon they can press to type their answer.
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Presented with each word were buttons they could
click to choose between a masculine and feminine
determiner. Participants received instructions and
completed a short practice test before starting the
actual test.

Figure 5: An example item from the binary-choice test.

Along with the proficiency measures, we also
employed a questionnaire to measure affective ex-
periences related to the practice exercises. The in-
strument we selected is based on the well-known
Achievement Emotions Questionnaire (Pekrun
et al., 2002) which is now gaining attention in SLA
research (e.g., Shao et al., 2019). In our adapted
version of the questionnaire (see Figure 6), partici-
pants reported how frequently they felt an emotion
(Diener et al., 2009) in response to the following
prompt:

Please think about what you have been
doing and experiencing during today’s
grammar exercises. Then report how of-
ten you experienced each of the follow-
ing feelings, using the scale below. For
each item, select a number from 1 to 5,
and indicate that number with a mouse-
click.

Figure 6: A close-up of the questionnaire used to elicit
data on participants’ emotions during practice.

The questionnaire included 7 positive valence
emotions and 7 negative valence emotions, where
valence refers to whether an emotion is positive,
like feeling interested or curious, or negative, like
feeling bored or confused. Participants responded
using a 5-point scale, from very rarely (1), to
rarely (2), to sometimes (3), to often (4), or very
often and always (5).

Along with these quantitative items, the ques-
tionnaire also included open-ended items to
prompt learners to describe in their own words the
situations in which they felt the emotions they re-
ported.

4.4 Data collection
For the evaluation of COLLIE and its AEG tech-
nology, we arranged an intervention closely mod-
elled after the original intervention by Lyster and
Izquierdo (2009). In Fall of 2021 we recruited
32 participants from three North American uni-
versities. The participants were intermediate-level
learners of French and were actively attending a
French course at the time.

The entire data collection took place over 9
weeks (see Figure 7). At week 1 participants
completed the pretest. Immediately following the
pretest they were assigned to a treatment or con-
trol condition. The mechanism used for assign-
ment was an anticlustering algorithm available in
R (Papenberg and Klau, 2021) which distributed
participants between the two conditions based on
their pretest scores in order to ensure the two con-
ditions were balanced at the outset. Over the next
three weeks participants in the treatment condition
completed three practice sessions, once per week,
and following practice an exit survey on approx-
imately the fourth week. Both groups completed
a post-test on the sixth week of the study, and a
delayed post-test on the ninth and final week.

Figure 7: Data collection took place over 9 weeks.

The L2 instruction offered by COLLIE was on-
line self-study and proceeded as follows. Each
week participants received an invitation to regis-
ter for a time slot to practice. Each time partici-
pants logged in, they were shown a home screen
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with a simple list of tasks for them to complete
in the session. Tasks appeared as links that par-
ticipants could click to launch a practice exercise.
After participants completed a task, they were re-
turned to their home screen and the completed
task appeared with a line through it to indicate it
had been completed and to help build a sense of
progress. As participants worked on the exercises,
their work was automatically stored and saved on
the back-end so that in the event of a break or ac-
cidental page refresh their work was preserved. At
the end of each session participants completed the
learning experience questionnaire, after which a
message appeared informing them they have com-
pleted their session and that they could safely log
out.

Participants completed the learning experience
questionnaire on five occasions: once at the end
of session 1 (t1), two times in session 2 (t2a and
t2b), as this was a longer session and we wanted
to check the emotions halfway through the session
and again at the end of the session; and again at the
end in session 3 (t3). Finally, we also included the
emotion questionnaire in the exit survey approxi-
mately 1 week after practice (t4), to see what kind
of emotional experiences the participants would
report after having not practised for some time.

4.5 Analysis

In our analysis of learning outcomes, we have
the independent variable condition (either treat-
ment or control) and the dependent variable score,
which in this preliminary analysis is the raw score
from the binary-choice tests. Participants com-
pleted pre-, post- and delayed post-tests. To in-
vestigate how test scores changed over time, our
analysis compares scores for the two groups us-
ing a two-way repeated measures ANOVA with a
2 (condition: treatment or control) x 3 (test: pre,
post or delayed post) design.

For our analysis of participants’ learning experi-
ences we take a slightly different approach. Rather
than look at the frequency of the individual 14
emotions sampled by the questionnaire, we adopt
a more coarse-grained view that compares the fre-
quency of positive versus negative emotions. The
independent variable is valence (either positive
or negative), and the dependent variable is the
self-reported frequency. Treatment condition par-
ticipants completed the questionnaire five times,
yielding a two-way repeated measures ANOVA

with a 2 (valence: positive or negative) x 5 (time:
t1, t2a, t2b, t3, t4) design.

The aim with eliciting information about par-
ticular learning situations was to gain insight into
what the context or cause was for the emotions
participants reported. We reviewed the open item
responses and coded them with short one or two-
word labels, for example system error or exer-
cise repetitiveness. We then went over the la-
bels and distinguished between situations resulting
from the use of AEG technology and other causes.
In the present study we focus on situations related
to negative emotions, to detect any negative effects
of using generated exercises.

5 Results

5.1 Learning gains
Our analysis of learning outcomes returned a
main effect for test, F (1.78, 53.42) = 10.82,
MSE = 19.20, p < .001, η̂2p = .265, suggest-
ing that the scores change from pretest to delayed
posttest. There was no main effect of condition,
F (1, 30) = 3.60, MSE = 270.04, p = .068,
η̂2p = .107. Also returned is a test by condition
effect, F (1.78, 53.42) = 14.38, MSE = 19.20,
p < .001, η̂2p = .324.

Figure 8: Participant binary-choice test scores on
French grammatical gender at Week 1 (pre-test), Week
6 (post-test) and Week 9 (delayed post-test). The treat-
ment group improves with time, while control group
remains stable.

Post-hoc analysis of the test by condition effect
(Sidak) points to important changes for the treat-
ment group, returning a significant difference be-
tween pretest (M = 61.7) and posttest (M = 71.2),
and no difference between posttest and delayed
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posttest (M = 69.2). This suggests the intervention
helped the treatment group improve, and that this
improvement had not faded three weeks later. For
the control group, there were no significant differ-
ences, and their scores remained equivalent from
pretest (M = 61.1) to posttest (M = 59.6) to de-
layed posttest (M = 62.2), suggesting that the con-
trol group remained stable. Together, these find-
ings point to the pedagogical effectiveness of prac-
tising with the system.

5.2 Learning experience

Analysis of learning experience returned a main
effect of valence, F (1, 14) = 20.66, MSE =
2.14, p < .001, η̂2p = .596, suggesting that pos-
itive emotions were experienced more frequently
than negative ones. There was no main effect
for time, F (3.17, 44.43) = 2.18, MSE = 0.16,
p = .101, η̂2p = .134. We also observed a va-
lence by time effect, F (3.13, 43.85) = 15.94,
MSE = 0.17, p < .001, η̂2p = .532, suggesting
that positive and negative emotions had frequen-
cies that changed differently in the practice ses-
sions.

Figure 9: Self-reported frequency of positive vs. neg-
ative experiences over four weeks. Positive emotions
(in green) follow a U-shape curve, while for negative
emotions (in blue) there is a modest increase.

Post-hoc analysis indicates that positive emo-
tions follow a U-shape curve; they start high (M
= 3.49), but then drop significantly at the end of
session 2 (M = 2.9) and do not change signifi-
cantly in session 3, (M = 2.92). During this pe-
riod positive and negative emotions occur equally
frequently. At time point 4 there is again a signif-
icant increase (M = 3.27), when students had had

a break from practice and were looking back. For
the negative emotions, there is a modest but sig-
nificant increase from the start to the end of the
second session (M = 1.4 vs. M = 2.8).

5.3 Learning situations

In total we observed 169 instances of situations de-
scribed in the open questionnaire data that were re-
lated to negative emotions, from which 37 unique
categories emerged. Table 1 presents a subset of
the most frequently occurring situations associated
with negative emotions during practice, together
with less common situations that are interesting
because they can be attributed to the use of AEG
technology for creating the practice materials.

From the entries in the table, we see that there
are some clear links between negative emotions
and certain situations. Participants reported feel-
ing frustrated, discouraged or confused when the
ASR failed to accurately transcribe their speech.
Apparently the length of the exercises was some-
times too long, and this resulted in participants
feeling bored or frustrated. In some cases partici-
pants appeared to have difficulty with learning the
gender-predictive suffix patterns, despite the spe-
cial instructional sequence, and this led to frustra-
tion and confusion.

Interestingly, there appear to have been rela-
tively few situations directly related to the use of
AEG technology, but from a pedagogical point of
view those that we observed seem important and
worth sharing here. First, a number of partici-
pants reported being unable to answer an item cor-
rectly even when they tried all possible answers.
This occurred in a Say the Word that Fits exer-
cise (see Figure 4), where the exercise generation
pipeline created an item that had no target answer.
The problem seems to have occurred due to a de-
pendency parsing error that incorrectly assigned
a determiner relation to the text un peu (a little).
This caused the system to then look up the gender
of peu in Lexique which failed and then resulted
in no target answer being specified for the item.
When students came across this and tried all pos-
sible combinations of determiner and noun with-
out managing to have their answer accepted by the
system they understandably reported feeling frus-
trated or confused.

A second AEG-related error occurred in the
generation of Object Identification exercises (see
Figure 2) in which participants reported being con-

Proceedings of the 11th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2022)

18



Situation Example % Responses
(169)

Related emotions
(desc)

Related to
AEG

Inaccurate speech
recognition

“it took a really long time for the
computer to recognize my voice on
certain exercises”

13.6 frustration,
discouragement,
confusion

No

Length of exercises “the exercises feel too long” 13.6 boredom, frustration No

Learning challenges “I was frustrated because I couldn’t
exactly figure out the pattern”

8.9 frustration, confusion No

Unanswerable
questions

“even when I copy pasted the answer
in, it would not accept it”

8.9 frustration, confusion Yes

System errors “when I put un or une , it said
something’s not right”

7.7 frustration, confusion,
discouragement

No

Repetitive exercises “There was no variation in the format” 7.1 boredom No

Unsuitable images “some of the images which were meant
to display singular [objects] showed
multiple”

0.6 frustration Yes

Inappropriate riddle
clues

“definitions for the devinettes are
sometimes very unhelpful ... and
sometimes downright offensive”

0.6 frustration Yes

Table 1: Example situations from open-items, showing negative emotions only.

fused by some of the images that appeared. To
elicit the singular form of a target noun with its de-
terminer the exercise requires that the right-most
image shows a single instance of an object. The
images used in this exercise were automatically
downloaded and it appears in some cases the right-
most image actually contained multiple instances.
This led to confusion about whether the system ex-
pected an answer in singular or plural form.

A final issue occurred during the generation of
a Riddle exercise (see Figure 3). As described
above, clues for the riddles were created auto-
matically by retrieving definitions from a lexi-
cal database called GLAWI (Hathout and Sajous,
2016), with content derived from Wiktionnaire.
During the creation of a riddle for the target
une baleine (a whale), the system regrettably in-
cluded a colloquial and offensive definition from
the database, which a small number of participants
rightfully found unpleasant and frustrating.

6 Discussion

Tools that help to quickly author practice ma-
terial for ICALL systems have the potential to
help increase their impact in L2 instruction. Re-
search into technology for AEG has demonstrated
the feasibility of generating a variety of exercise
types, and human experts tend to judge the out-
put of these tools favourably, yet there has so far
been relatively little research evaluating the ef-

fectiveness of L2 instruction with generated ex-
ercises. The present study aimed to address this
gap by developing an exercise generation pipeline
and e-learning platform targeting French gram-
matical gender with pedagogy informed by SLA
research. Our evaluation of the platform inves-
tigated two dimensions of instructional effective-
ness: 1) learning outcomes and 2) affective learn-
ing experiences. With regard to learning, our pre-
liminary analysis of the binary-choice test scores
showed that participants who completed the in-
struction improved significantly in comparison to
a control group, suggesting that AEG can be an
effective instructional tool. In the original inter-
vention, Lyster and Izquierdo (2009) found that
scores on two oral proficiency measures followed
the same pattern as the binary-choice data. Cur-
rently we are working on completing annotations
of the speech recordings from our own oral pro-
duction measures, but we are optimistic that an
analysis of the data will also show improvements
and provide additional evidence for the effective-
ness of practice with AEG.

Our analysis of participants’ in-practice affec-
tive experiences indicates that positive emotions
were experienced more frequently than negative
ones, which is an encouraging finding. At the
same time, we found that the frequency of positive
and negative experiences changed over time, with
positive emotions following a U-shaped curve in
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which they occurred less frequently in later ses-
sions. These findings appear to indicate that the
instruction delivered by COLLIE is on the right
track but also that there is still room for improve-
ment.

In this regard, the descriptions that participants
provided of situations in which they experienced
negative emotions are an important source of in-
formation for improving the instruction. It is
somehow encouraging to find that the majority of
negative experiences seem to result from situations
unrelated to the use of AEG technology, being at-
tributable instead to issues with the instructional
format, such as repetitive or overly long exercises,
which can be addressed relatively easily. Improv-
ing the accuracy of the speech recognition is also
an important issue which can potentially be ad-
dressed by using an ASR engine trained on non-
native speech (van Doremalen, 2014), though this
is a much larger undertaking.

Although we observed relatively few negative
experiences directly attributable to AEG, the three
types of situations that did occur clearly will have
a negative impact on learning and should be ad-
dressed. The issue with the inappropriate riddle
clue is particularly concerning because it left at
least one individual feeling uncomfortable for the
rest of the practice session.

In the present study, only the images used in
the generation of Object Identification exercises
were reviewed to ensure their appropriateness for
instruction, but the issue above suggests that hu-
man review of automatically generated content has
a more important role in AEG than we initially
anticipated, and which without assessing affec-
tive dimensions of learning might have gone un-
detected.

A recommendation, based on the study here, is
for future work looking at exercise generation in
the context of a CALL platform to consider ex-
ploring the idea of a peer review mechanism that
encourages users to share the exercises they gener-
ate and to review each other’s exercises. One can
imagine a learning platform that shows the num-
ber of reviews for generated exercises, and possi-
bly makes use of badges to clearly mark exercises
that have been vetted by the community, to avoid
some of the negative experiences that we saw here.

7 Conclusions and Future work

In conclusion, this study suggests that it is feasible
to use automatic exercise generation to more eas-
ily create L2 practice exercises that are pedagogi-
cally effective and support positive learning expe-
riences. At the same time, the affective data sug-
gest that there is room for improvements to the in-
struction, and that a peer review mechanism could
be an important feature of future CALL systems
with AEG pipelines, to ensure more positive learn-
ing experiences.

In order to draw stronger conclusions about the
efficacy of AEG, there are some limitations that
need to be addressed. First, the current findings
are based on just one proficiency measure, the
binary-choice test. However, during the data col-
lection we also gathered data from two oral pro-
duction measures that, once annotated, could pro-
vide additional support. A second point would be
to recruit additional annotators to analyse and la-
bel the open-item questionnaire data for a more
robust qualitative analysis. Third, an interest-
ing point to follow up on would be to compare
the learning outcomes of the present study with
those found in the original human-led intervention
(Lyster and Izquierdo, 2009).

Finally, the present study focused on a single
aspect of learning a foreign language, grammati-
cal gender, over a relatively short time (three prac-
tice sessions). To obtain more support for the in-
structional effectiveness of AEG-based instruction
in general, it would be interesting to carry out an
evaluation with a system that supports a variety of
linguistic targets, such as the system developed by
Heck and Meurers (2022), over a longer period of
time and with more participants.

Acknowledgements

Parts of this study were presented at the 2022
EUROCALL conference. I am grateful to two
anonymous NLP4CALL reviewers for their help-
ful comments. I would like to thank Roy Lyster,
who was my postdoctoral supervisor for this
project, as well as the instructors who helped with
recruiting participants. I would also like to thank
Detmar Meurers for his support of my continua-
tion of this project. This research was made pos-
sible by a grant from the Fonds de recherche du
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guage. In Linköping Electronic Conference Pro-
ceedings, page 152.

Antonsen, L., Johnson, R., Trosterud, T., and Uibo,
H. (2013). Generating Modular Grammar Exercises
with Finite-State Transducers. In Proceedings of the
second workshop on NLP for computer-assisted lan-
guage learning at NODALIDA.

Baptista, J., Lourenco, S., and Mamede, N. J. (2016).
Automatic generation of exercises on passive trans-
formation in Portuguese. In 2016 IEEE Congress
on Evolutionary Computation (CEC), pages 4965–
4972.

Beinborn, L. M. (2016). Predicting and Manipulating
the Difficulty of Text-Completion Exercises for Lan-
guage Learning. PhD thesis, Technische Universität
Darmstadt.

Brysbaert, M., Warriner, A. B., and Kuperman, V.
(2013). Concreteness ratings for 40 thousand gen-
erally known English word lemmas. Behavior Re-
search Methods, 46(3):904–911.

Burstein, J. and Marcu, D. (2005). Translation exercise
assistant: automated generation of translation exer-
cises for native-Arabic speakers learning English. In
HLT-Demo ’05: Proceedings of HLT/EMNLP on In-
teractive Demonstrations, page 16–17.

Chalvin, A., Eensoo, E., and Stuck, F. (2013). Mining a
parallel corpus for automatic generation of Estonian
grammar exercises. In Third biennial conference on
electronic lexicography (eLex 2013) ”Electronic lex-
icography in the 21st century: thinking outside the
paper”, pages 280–295, Tallinn, Estonia.

Chinkina, M. and Meurers, D. (2017). Question Gen-
eration for Language Learning: From ensuring texts
are read to supporting learning. In Proceedings of
the 12th Workshop on Innovative Use of NLP for
Building Educational Applications, pages 334–344,
Copenhagen, Denmark. Association for Computa-
tional Linguistics.

Chinkina, M., Ruiz, S., and Meurers, D. (2020).
Crowdsourcing evaluation of the quality of au-
tomatically generated questions for supporting
computer-assisted language teaching. ReCALL,
32(2):145–161.
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Abstract

The first version of the Teacher-Student Cha-
troom Corpus (TSCC) was released in 2020
and contained 102 chatroom dialogues be-
tween 2 teachers and 8 learners of English,
amounting to 13.5K conversational turns and
133K word tokens. In this second version of
the corpus, we release an additional 158 chat-
room dialogues, amounting to an extra 27.9K
conversational turns and 230K word tokens.
In total there are now 260 chatroom lessons,
41.4K conversational turns and 363K word
tokens, involving 2 teachers and 13 students
with seven different first languages. The con-
tent of the lessons was, as before, guided by
the teacher, and the proficiency level of the
learners is judged to range from B1 to C2
on the CEFR scale. Annotation of the di-
alogues continued with conversational analy-
sis of sequence types, pedagogical focus, and
correction of grammatical errors. In addition,
we have annotated fifty of the dialogues us-
ing the Self-Evaluation of Teacher Talk frame-
work which is intended for self-reflection on
interactional aspects of language teaching. Fi-
nally, we conducted machine learning exper-
iments to automatically detect shifts in dis-
course sequences from turn to turn, using mod-
ern transfer learning methods with large pre-
trained language models. The TSCC v2 is
freely available for research use.

1 Introduction & Related Work

Caines et al. (2020) introduced the Teacher-

Student Chatroom Corpus (TSCC), a collection
of 102 online English lessons between 2 teach-
ers and 8 students containing 13.5K conversational
turns and 133K word tokens, with the students ad-
judged to be writing at the CEFR levels of B1,
B2 and C1. The lessons contained in the TSCC
were anonymised, annotated with grammatical er-
ror corrections and discourse analyses, and made
freely available to other researchers1. The mo-
tivation was to collate a dataset with which to
study one-to-one interaction and language teach-
ing, to investigate the linguistic skills involved in
online chat at different levels of English profi-
ciency, and potentially in the long-term to gather
training data for developing a tutoring dialogue
manager or chatbot.

In this paper, we report on further develop-
ment of the corpus into a second version of the
TSCC, with new lessons, annotations in the same
style as those carried out before, and new annota-
tions within a pre-defined pedagogical framework
which we present below. The TSCC 2.0 includes
an additional 158 lessons from new and existing
students, amounting to 27.9K conversational turns
and 230K word tokens. In total the 2nd version
of the corpus features 2 teachers and 13 students,
41.4K conversational turns and 362.9K word to-
kens. The range of student CEFR levels found in
the TSCC now includes C2 as well as B1 to C1.

1Visit forms.gle/pKc48WMhnySC8zDk9 to review the li-
cence and submit a data request.

This work is licensed under a Creative Commons Attribution 4.0 International Licence.
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Turn Role Anonymised Corrected Resp.to Sequence
1 T Hi there 〈STUDENT〉, all

OK?
Hi there 〈STUDENT〉, all
OK?

opening

2 S Hi 〈TEACHER〉, how are
you?

Hi 〈TEACHER〉, how are
you?

3 S I did the exercise this
morning

I did some exercise this
morning

4 S I have done, I guess I have done, I guess repair
5 T did is fine especially if

you’re focusing on the
action itself

did is fine especially if
you’re focusing on the
action itself

scaffolding

6 T tell me about your exercise
if you like!

tell me about your exercise
if you like!

3 topic.dev

Table 1: Example of numbered, anonymised and annotated turns in the TSCC (where role T=teacher, S=student,
and ‘resp.to’ means ‘responding to’); the student is here chatting about physical exercise. From Caines et al.
(2020).

The new lessons, like those in the first release
of the corpus, have been annotated for various dis-
course and classroom properties. These include
the ‘threading’ of conversational turns so that non-
sequential responses are connected with their ap-
propriate conversational threads; the delineation
of major and minor sequences in the discourse, as
well as the labelling of their types; the identifica-
tion of the pedagogical focus of sequences where
applicable, along with any resources referred to;
correction of grammatical errors by the student,
and an assessment of student CEFR level for each
lesson. The corpus and annotation are described
in more detail in section 2.

In addition, fifty of the original lessons have
been annotated using the Self-Evaluation of
Teacher Talk framework (SETT) (Walsh, 2006,
2013), a schema designed for ‘reflective practice’
by language teachers for the purpose of their con-
tinuing professional development (Walsh, 2006).
We annotated both teacher and student turns with
aspects from SETT which we could identify. This
gives us another way of considering the data col-
lected, from a pedagogical and discourse-based
perspective, and in section 3 we present the pro-
cedure for SETT annotation and the analyses we
conducted.

We also describe initial experiments attempt-
ing to automatically detect when new discourse
sequences are initiated in the lesson transcripts.
This involved a ‘transfer learning’ approach, fine-
tuning a large language model pre-trained with

transformers on our specific machine learning task
(Ruder et al., 2019). We cast the task as one of
identifying when a turn in a chat lesson is followed
by a new discourse sequence. As such, we are
modelling the data collected so far in terms of dis-
course management by both teachers and students.

Finally in sections 5 and 6, we review the work
which has already been done with the first version
of the corpus, and we outline our future plans to
further expand the corpus, improve our automated
lesson manager, and develop teacher and student
lesson feedback for self-development purposes for
those taking part in the chatroom conversations.

2 Corpus description

The design and collection of data for the origi-
nal TSCC was described in full in Caines et al.
(2020), and we give a brief recap here. Partic-
ipants arranged to hold one-to-one English lan-
guage lessons in an online and private chatroom.
The lessons were about one hour each, and the
structure and content of each lesson was deter-
mined by the teachers. The students were recruited
by the teachers themselves or through social me-
dia, and were located in several different countries
around the world. An excerpt from the corpus is
shown in Table 1, with selected annotation labels
to illustrate the type of data available.

Transcriptions of the lessons were prepared for
inclusion in the corpus through several annotation
stages: firstly, they were anonymised by replac-
ing any personal names with placeholders such as
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Version 1 Version 2
Lessons 102 260
Conv.turns 13,552 41,484
Words 132,895 362,440

Table 2: Comparative statistics for versions 1 and 2 of
the TSCC.

CEFR Version 1 Version 2
B1 36 36
B2 37 143
C1 29 29
C2 0 52

Table 3: Number of lessons by student CEFR level in
versions 1 and 2 of the TSCC.

〈TEACHER〉 and 〈STUDENT〉. Next, grammati-
cal errors by the student were identified and cor-
rected in a minimal fashion. Then, various lin-
guistic and pedagogical features were marked up,
including any non-sequential conversation threads
(where a participant responded to a turn which was
not the other participant’s previous one), the start
of new sequence types within the dialogue, the
identification of the skill(s) focused on within that
sequence, along with the use of any resources both
internal and external to the chatroom.

The timeline of the lessons ranges from Novem-
ber 2019, through the onset of the COVID-19 pan-
demic to June 2021. We are open to collecting new
data, and so the corpus may continue to grow, but
this version of the TSCC comes from that twenty-
month period.

2.1 New lessons

New data has been collected for the TSCC in the
form of 158 new lessons. Now the corpus involves
2 teachers and 13 students, amounting to 41K con-
versational turns and 362K whitespace-delimited
words (Table 2). The bulk of additional data was
assessed by an expert to be at CEFR levels B2
and C2 (Table 3). The students’ first languages
are: Italian, Japanese, Mandarin Chinese, Russian,
Spanish, Thai and Ukrainian. Table 4 shows how
contributions to chatroom conversations compare
for teachers and students.

2.2 Sequence, focus & resource types

Sequence types represent major or minor shifts in
conversational sequences – sections of interaction
with a particular purpose, whether that purpose is

Teachers Students
Conv.turns 22,130 19,342
Words 238,324 124,090
Words/turn 10.8 6.4

Table 4: Comparing teacher and student contributions
in version 2 of the TSCC.

social or educational or a mixture of both. Borrow-
ing key concepts from the CONVERSATION ANAL-
YSIS approach (Sacks et al., 1974), we seek out
groups of turns which together represent the build-
ing blocks of the chat transcript: teaching actions
which build the structure of the lessons.

Teaching focus records which skill or skills
were being targeted within a given sequence. Use
of resource indicates whether any materials or
stimuli external to the lesson are referred to

Compared to the original corpus, we have
amended the annotation schema in various ways.
First, some quality checks led to corrections to la-
bels which were misspelled or in the wrong field.
Second, we added new sequence types based on
our work with the corpus over a longer time pe-
riod. Now there is a ‘non-English’ sequence type,
which might occur when the teacher and student
switch to a different language (the learner’s L1,
for instance) either to explore or clarify a con-
cept, or check and discover new vocabulary in En-
glish. And there is ‘free practice’, which relates
to the learner being encouraged to make use of
target content more freely than they would in a
controlled exercise. In addition, it seemed sen-
sible to move ‘admin’ of the lesson into the set
of sequence types, rather than the set of sequence
foci/focuses as it was in the original corpus.

We made minor modifications to the set of se-
quence foci, such that the skills ‘writing’, ‘speak-
ing’, ‘listening’ and ‘reading’ are added, while the
previously existing ‘typo’ is subsumed by the new
‘writing’ focus type. ‘Exam practice’ is renamed
‘exam prep’ – as in, exam preparation – because
we found that not only were the teachers setting
practice drills for the students but they were also
discussing preparation strategies.

Finally, we note that many types of teaching re-
source emerged through collection of new data:
the original list was open-ended, and has been ex-
tended in a bottom-up fashion.

In the Appendix, the full list of annotation types
and their descriptions are copied from Caines
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et al. (2020) along with the amendments described
above.

3 SETT annotation

The Self-Evaluation of Teacher Talk framework
(SETT) was designed for reflective practice by
language teachers (Walsh, 2006). This means that
it was intended for teachers to review recordings
of their lessons, indicate the modes and ‘interac-
tures’ they were engaged in with their class as the
lesson progressed, and reflected on these practices
for continuing self-improvement. The focus of re-
flection is on the interaction between teacher and
students, in order to develop ‘classroom interac-
tional competence’ (Walsh, 2013), and as such the
framework is useful and relevant to our own analy-
sis and quest for deeper understanding of the con-
versations in the TSCC. It was designed for use by
teachers but the generic interaction-based aspects
of SETT are still applicable to students as well,
even if the teacher-driven management aspects are
not.

Within the SETT framework, a mode is a ‘class-
room micro-context’ and an interacture is an ‘in-
teractional feature’. Thus, classroom interaction
is framed as a series of interactions and micro-
contexts, where discourse is co-constructed by
teachers and students, and the resulting conversa-
tions support and enable student learning (Walsh,
2013). SETT is a way for teachers to reflect
on these interactions, in the scenario where their
lessons have been recorded, and notice where
learning opportunities and a ‘space for learning’
are created (Walsh and Li, 2012). This is in
line with proposals for interactive and engaging
learning environments in state school classrooms,
which may equally be applied to a language school
scenario (Alexander, 2008; Mercer, 2019).

3.1 SETT modes

There are four modes in the SETT framework.
These are listed and defined below:

• Managerial: to transmit information, refer
learners to materials, introduce/conclude an
activity, or change from one mode of learn-
ing to another;

• Classroom context: to enable learners to ex-
press themselves clearly, establish a context,
and promote oral fluency;

• Materials: to provide language practice
around a piece of material, to elicit responses
in relation to the material, check and display
answers, clarify if needed;

• Skills & systems: to enable learners to pro-
duce correct forms, manipulate target lan-
guage, to provide corrective feedback, and
display correct answers*.

* For reasons explained below in section 3.3 we
reduced these four modes to three for our anno-
tation exercise, merging ‘skills & systems’ with
‘materials’.

3.2 SETT interactures

We use the following nine original SETT interac-
tures, and based on our initial experience anno-
tating lesson transcriptions, we augmented these
with an additional three interactures which are
marked in italics below:

• Confirmation check (CC): the teacher con-
firms that they have understood the learner’s
utterance, or vice versa;

• Display question (DQ): a question to which
the teacher knows the answer;

• Direct repair (DR): the teacher corrects an
error quickly and directly;

• Enquiry (EN): the learner asks a language
question.

• Extended teacher/learner turn (ExtT): a
turn containing either more than one substan-
tial main clause, many relative clauses, at
least one long relative clause, or a combina-
tion of such clauses;

• Form-focused feedback (FBF): the teacher
gives explicit feedback on the words or form
used by the learner, rather than the perceived
intended meaning of their utterance;

• Instruction (IN): the teacher gives direct in-
structions;

• Referential question (RQ): a genuine ques-
tion to which the teacher does not know the
answer, which typically encourages extended
learner turns;
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• Scaffolding:Extension (S:E): the teacher
does not accept a learner’s first answer, im-
plicitly or explicitly encouraging more out-
put;

• Scaffolding:Modelling (S:M): the teacher
provides an example of the target language
feature for the learner;

• Scaffolding:Presentation (S:P): the teacher
explains a language point;

• Seeking clarification (SC): the teacher asks
a student to clarify something the student has
said, or vice versa;

It is apparent that SETT is mainly teacher-
focused but does have some capacity for applica-
tion to student turns: the scaffolding, repair, in-
struction, question, and feedback interactures are
almost certain to be applied to teacher turns, but
the clarification, confirmation and extended turn
interactures could be on either side, and enquiry is
intended for student turns.

3.3 SETT annotation in the TSCC

For this new version of the corpus, we selected 50
lessons for annotation of modes and interactures,
in order to investigate the types of teacher-student
dialogues and pedagogical observations we could
make in our dataset. Based on initial attempts to
make annotation decisions in practice, we adapted
the existing SETT labels so that the modes were
reduced from 4 to 3 different types, and 3 new
interactures were appended to 9 of the originals.
In terms of modes, we found that it was difficult
in practice to distinguish between ‘materials’ and
‘skills & systems’, since both relate to affording
the opportunity for students to display what they
know and to provide feedback accordingly. There-
fore these two modes were merged into one for
practical purposes.

As an exploratory exercise, we annotated the
first 50 lessons in the corpus, for SETT modes
and interactures on both the teacher and student
side. One annotator carried out the work, based
on clear guidelines – in future, it would be bene-
ficial to collect multiple annotations for the same
transcriptions, and to cover more lessons from the
corpus. Here we report on the results of this initial
annotation exercise, finding overall that the distri-
bution of modes and interactures between teachers

Mode Teacher Student
classroom context 18.2 26.2
managerial 42.1 27.1
materials/skills 30.1 41.1
multi-modes 9.6 5.6

Table 5: Proportion of SETT modes for teachers and
students in a sample of 50 lessons from the TSCC (%).

and students is broadly as expected on the basis of
their definitions.

Firstly it is worth noting that the proportion
of turns between teacher and student is approxi-
mately even in the transcriptions as a whole (at a
ratio of 53:47 respectively). Nevertheless, three
times as many modes are set by the teacher as by
the student. This is to be expected because the
modes relate to lesson management and pedagog-
ical acts. Table 5 shows how the three modes are
distributed for teachers and students. For teach-
ers, most of the modes they set are managerial,
whereas the students mostly set modes for mate-
rials or skills practice. A small number of turns
involved multiple modes at once.

Then in terms of interactures, we found that
there were four times as many identifiable inter-
actures by teachers as there were by students. On
the one hand this fits with the fact that SETT
was developed with teachers in mind, and on the
other hand indicates that more of the interactional
moves in a one-to-one lesson are made by the
teacher, as might be expected. Specifically, in-
struction, feedback, repair, questions and scaffold-
ing tended to be on the teacher side, whereas en-
quiry tended to be on the student side. Both teach-
ers and students used extended turns, confirmation
checks and sought clarification.

Figure 1 shows how student and teacher inter-
actures differ both in magnitude (the teacher bars
tend to reach higher on the y-axis) and type (the
distribution of bars on the x-axis is quite differ-
ent). In future work, we intend to analyse how
modes and interactures relate to each other, since
they were not devised as independent variables but
ones which interplay and depend on each other to
some extent. The SETT framework sets out some
expected mode-interacture correspondences, and
this is something that warrants investigation in our
own dataset. The annotation of 50 lessons within
the SETT framework is included in this second re-
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lease of the corpus.

4 Classification experiments

As well as attempting to understand how teacher-
student chatroom interactions progress during and
across lessons, we can also attempt to apply ma-
chine learning techniques to predict features of the
data. It is potentially useful to be able to predict
when to introduce new sequences, and as such we
report on experiments which detect and classify
sequence shifts within chatroom transcripts. It is
common practice in modern NLP to apply transfer
learning methods whereby large language mod-
els pre-trained with transformers are ‘fine-tuned’
to a given task and dataset (Ruder et al., 2019).
The BERT model is the best-known example of
this, but there are many derivatives and alternative
models (Devlin et al., 2019; Rogers et al., 2020).

We apply the transfer learning approach to our
problem of classifying sequence shifts in the cha-
troom transcripts. Using our corpus of chatroom
lessons, the classifier is trained to learn when new
discourse sequences begin. Given a turn ti from
the corpus, the machine learning task is to predict
whether a new discourse sequence begins in the
next turn ti+1 or not.

4.1 Data preparation

The lesson transcripts in the TSCC need to be pre-
pared for the machine learning task: the reshaped
dataset is included with the new corpus release.
We cast the text classification task as a binary one
of new sequence detection – that is, does a new se-
quence begin after the current turn, or not? The
initial input string is therefore turn ti and the cor-
responding label comes from ti+1 as a 0 or 1.

To exemplify, consider the imagined turns be-
low between teacher (T) and student (S):

turn label
1 T: Does that all make sense? 0
2 S: yes, understood. 0
3 T: Good, time for some revision! 1
4 S: ok 0

If we consider turn 1 here, then the input string is
‘does that all make sense?’ and its corresponding
label comes from turn 2; i.e. 0. With turn 2 on the
other hand, the input string is ‘yes, understood.’,
and the label is 1 because turn 3 marks the start of
a new discourse sequence relating to revision.

Moreover, we experiment with longer inputs by
using the special separator token [SEP] avail-

able in the BERT-ish vocabulary2. Thus, two text
strings may be passed to a BERT-ish model, with
[SEP] between them, and we use this to include
the preceding turn tt−i when learning to detect se-
quence shifts. This takes advantage of the long
inputs which large pre-trained models can han-
dle (usually 512 tokens3) and models an intuition
that the preceding turn is useful context when de-
termining whether a new discourse sequence is
needed.

To exemplify these longer input strings, we re-
turn to the imagined turns between teacher and
student. Looking at turn 2, the input string be-
comes a concatenation of turn 1, the [SEP] token,
and turn 2 (lower-cased) –

does that all make sense? [SEP] yes,
understood.

– and the label is 1. For comparison, the input
string for turn 3 is –

yes, understood. [SEP] good, time for
some revision!

– and the label is 0, because turn 4 does not involve
a new discourse sequence.

In subsequent variations, we experiment by pre-
fixing the current turn ti with the two previous
turns, to incorporate more of the preceding con-
text, and we introduce two new special tokens
[t] and [s] at the start of each turn, to indicate
whether it is the teacher’s or student’s turn. The
intuition here is that, since teachers and students
play different roles in the discourse, it may be use-
ful to signal which one is chatting when.

4.2 Implementation
We opt to work with the DistilBERT compressed
language model rather than a larger language
model, because it brings energy savings with-
out compromising greatly on performance (Sanh
et al., 2019). In addition, a model which is faster
for inference would be beneficial in CALL appli-
cations where users do not want to be kept waiting
overly long. We use the transformers Python
library from HuggingFace (Wolf et al., 2020), ob-
taining the pre-trained model and tokenizer for

2The [SEP] token exists because one of the original
training tasks for BERT was next sentence classification –
this can be used to tackle question answering challenges, by
concatenating the question and answer with [SEP] in be-
tween (Devlin et al., 2019).

3Note that tokens in the context of transformer language
models are ‘subword tokens’ automatically derived from
training corpora via byte-pair encoding or an algorithm such
as WordPiece (Gage, 1994; Schuster and Nakajima, 2012).
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Figure 1: Frequency of interactures by students and teachers in a sample of 50 lessons from the TSCC.

DistilBERT ‘base’ (smaller than ‘large’) uncased
(the vocabulary is all in lowercase).

We prepare the turns from the 260 chatroom
lessons in our corpus in the formats described
above. Each data instance is a turn prefixed with
0, 1 or 2 preceding turns. We randomly split these
instances into an 80:20 train-test split. The ma-
jority of chat turns are not succeeded by a new
sequence. Therefore we have a class imbalance
whereby approximately 30% of turns bear a posi-
tive label, the remainder are negative. To address
this issue, we weight the positive instances three
times more than the negative ones in the loss func-
tion.

To fine-tune DistilBERT on our classification
task, we use the built-in transformers trainer
on 2 GPU for 2 epochs per experiment, with
the default batch size of 8, AdamW optimizer
(Loshchilov and Hutter, 2019), initial learning rate
of 5e-05 and linear learning rate scheduler.

Our evaluation measures are precision (true
positives over true positives and false positives)
and recall (true positives over true positives and
false negatives). We also report the F1 scores
which are the harmonic mean of precision and re-
call.

For comparison, we implement two probabilis-

tic baselines based on statistical information in the
training data. The first is based on the proportion
of new sequences over all the turns in the training
set (overall prob) – 0.288 – using that probability
as a weight in randomly predicting whether a turn
is followed by a new discourse sequence or not.

The second baseline uses information from the
training data as to the number of turns between
new discourse sequences (sequence length prob).
For each turn in the training data we record the se-
quence length (in turns) at that point. Thus we can
say how many times we have observed a sequence
of length l and how many times we see a sequence
one turn longer (l + 1). The probability of a new
sequence given a sequence of length l is thus the
count of sequences of that length (cl) divided by
the sum of cl and the count of times we see a se-
quence one longer than l (cl+1). This is a way of
stating how probable we think it is that a sequence
will stop at length l:

pnew.seq =
cl

cl + cl+1
(1)

Then for each turn in the test set, a prediction
of 0 or 1 for a new sequence is generated using
(1 − pnew.seq) and pnew.seq as sample weights re-
spectively. We also impose an upper bound on the
length of a sequence, given the longest seen in the
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Expt P R F1

Overall prob† .291 .290 .291
Sequence length prob† .288 .584 .386
Current turn ti .377 .433 .403
+ role tokens .382 .455 .415

+ 1 previous turn .398 .636 .489
+ role tokens .391 .454 .420

+ 2 previous turns .393 .515 .445
+ role tokens .395 .447 .420

Table 6: Text classification experiments to automati-
cally detect new discourse sequences in the following
turn ti+1: precision, recall, and F1-measure. † indicates
the mean of 100 runs. Best performance in bold.

training data: 32 turns. We run both baselines one
hundred times each and report average results in
Table 6.

4.3 Results
As shown in Table 6, we find that the best perform-
ing model is the one trained on the current turn ti
concatenated with the previous one ti−1, mainly
due to much better recall than the other experi-
ment settings. This way of preparing the data out-
performs the basic case of only passing the current
turn as input to the model, as well as the additional
context available from two previous turns. Prefix-
ing each turn with the special teacher and student
tokens [t] and [s] only helped in the basic case
of having only turn ti as input: it did not help when
one or two preceding turns were included.

All models outperform the probabilistic base-
lines, suggesting that a machine learning approach
is a good direction for future work. It may be that
a hybrid approach involving heuristics, additional
features and transfer learning will bring further ad-
vances, as discussed below.

4.4 Discussion
There are other variations that could be tried to
improve the performance of our models. Among
these are pre-trained language models which are
larger than DistilBERT, albeit with greater envi-
ronmental impact (Strubell et al., 2019), or which
can take longer inputs (e.g. Big Bird or Long-
former (Zaheer et al., 2020; Beltagy et al., 2020)).
Different hyperparameters might be trialled, along
with different ways of representing the text such
as additional features or encodings with the input
strings. It might be helpful, for instance, to include

grammatical error detection as a pre-processing
task, since it may be that certain errors are associ-
ated with new sequences such as scaffolding, elic-
itation or presentation. A temporal feature might
help determine when to shift topics or call on man-
agement sequences such as homework and lesson
closure.

Furthermore, the task could be reformulated as
teacher-centric: for CALL, it may only be neces-
sary to model the teacher’s shift in discourse se-
quences rather than both teacher and student shifts
as we have done here. This would fit with the per-
spective of the teacher as manager (Legutke and
Thomas, 1991). In future, models could be trained
to only predict the teacher side of the discourse
and to steer the lesson in an adaptive, orderly and
meaningful way.

In addition, human evaluation would be bene-
ficial because our notion of ‘ground truth’ here is
based on a series of teacher-student dyads and the
discourses they built on specific occasions, and
the judgements of the annotators who identified
sequence shifts and sequence types in the lesson
transcriptions. Aside from the lesson beginning
with an opening sequence and ending with a clos-
ing sequence, there is in reality no absolute truth
as to when new sequences are required. Each les-
son could have been constructed in a myriad dif-
ferent ways and still be perfectly good. There-
fore, evaluation via precision and recall is a de-
cent indicator, but does not tell the whole story. It
may be that we can train a new sequence classifier
on such data as the TSCC, but that the best mea-
sures of performance will be derived from human-
computer interaction.

Beyond the detection of new sequences, it may
also be useful to automatically predict which se-
quence type comes next. So far we have ap-
proached the problem as binary classification, but
the annotation exists in the TSCC to train a multi-
class classifier identifying the types listed in the
appendix – a much more challenging proposi-
tion. However, decisions would need to be made
whether to separate the major and minor sequence
types into separate machine learning tasks, or to
tackle them both at the same time. Also, many se-
quences are multi-label in the sense that there can
be more than one sequence type associated with
a given turn. This makes the machine learning
task harder, and has implications for how the data
should be prepared and the models evaluated.
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5 Related work

Caines et al. (2020) featured a review of other
work related to the TSCC, and we refer the in-
terested reader to that section of the paper rather
than repeat it here. In the intervening period others
have cited the original TSCC paper, and we wish
to highlight some of those new publications4.

A similar dataset has been produced by Yuan
et al. (2022) – ErAConD, an Error Annotated
Conversational Dialog Dataset – which is in-
tended for research into grammatical error cor-
rection in English chat conversations. ErAConD
features 186 conversations between crowdwork-
ers and the BlenderBot dialogue system (Roller
et al., 2020). Some distinguishing features are that
the conversations are between human and machine
rather than human-to-human, and the error anno-
tation has been carried out in a manner similar to
Náplava et al. (2022). Like the TSCC, ErAConD
is available for research use5.

There has been other research using the Blender
chatbot, along with GPT-3 (Brown et al., 2020),
to construct AI teachers (Tack and Piech, 2022),
using the student turns in the first version of the
TSCC and the mathematics Uptake dataset (Dem-
szky et al., 2021) to generate and evaluate chat-
bot responses. Tack & Piech found that the mod-
els performed well on conversational uptake (how
well the response expanded on the student input) –
especially Blender – but still have some way to go
in terms of realism, comprehension and helpful-
ness. In addition, Tyen et al. (2022) seek to auto-
matically adapt Blender outputs for different lev-
els of English proficiency using a variety of differ-
ent methods and English language resources. The
prompt the adapted models to ‘self-chat’ and find
that a re-ranking approach works best, after evalu-
ating the level of the chats with human examiners.

Filighera et al. (2022) focus on improved feed-
back systems for language learners, giving short
answer feedback to explain scores for German
and English exercises. Nguyen et al. (2022)
give an assessment of the state-of-the-art for ed-
ucational technologies and how well they handle
code-switching, pointing to future directions and
opportunities for research. In this second version
of the TSCC, the turns which feature words from

4Citing papers were obtained from Google Scholar (ac-
cessed 11 October 2022).

5See https://github.com/yuanxun-yx/erac
ond

languages other than English are labelled as ‘non-
English’ sequences. This does not mean that the
turns are entirely in another language – though
they may be – but rather that there is at least some
non-English present in the turn. It may be fruitful
to identify whether those turns tend to be explana-
tory (the teacher drawing on another language to
build knowledge of English) or naturalistic con-
versational code-switching.

Jain et al. (2022) present EDICA (Educational
Domain Infused Conversational Agent), a virtual
agent for language teaching. They fine-tune the
GPT-2 language model (Radford et al., 2019) on
the CIMA dataset of Italian tutoring dialogues
collected from crowdworkers role-playing student
and tutor roles (Stasaski et al., 2020). CIMA is en-
riched with conceptual information about the ex-
ercises and the actions taken by the students. This
kind of meta-information is an approach we could
consider for future work with the TSCC.

Two new corpora have been created: the first a
corpus of online lessons in Russian as a foreign
language (RuTOC; (Lebedeva et al., 2022)), and
the second a corpus of Korean task-oriented dia-
logue data (Seung-Kwon et al., 2022). Notably,
the latter states that the aim is to collaborate with
human teachers, not replace them; a sentiment we
echo.

6 Conclusions & future work

In this paper we have described the second version
of the Teacher-Student Chatroom Corpus. The
new version adds another 158 hour-long chatroom
transcripts to the 102 lessons in version 1 of the
corpus. Two teachers and thirteen students are in-
volved, representing seven L1s, and ranging from
CEFR proficiency level B1 to C2. The new tran-
scripts have been annotated in the same way as
those in the first version, and a subset of 50 tran-
scripts have been annotated for SETT modes and
interactures.

We presented some initial experiments to au-
tomatically detect new discourse sequences. We
showed that a fine-tuned DistilBERT model could
outperform probabilistic baselines in detecting
new sequences, based on a concatenation of the
preceding and current turn. There remains room
for improvement through further experimentation
and feature-engineering, as well as alternative
evaluation methods where we move from the idea
of a single ground truth to human ratings of tim-
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ing and appropriateness. In these machine learn-
ing experiments we are working towards discourse
modelling in pedagogic scenarios; in future, such
models could be applied to online tutoring appli-
cations where we wish to guide the lesson from
sequence to sequence.

Other future plans include further expansion of
the corpus, and work to develop teacher feedback
systems to aid in teacher training and professional
development.
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Appendix: annotation types in TSCC 2.0

In this section we provide a full list of sequence
types and teaching foci. We also give a list of
resources encountered so far, but note that this is
an open-ended class, because the labels are data-
driven and the possibilities are endless (though
slow-growing). For the most part, the labels and
their definitions are copied over from the origi-
nal TSCC paper (Caines et al., 2020), with some
amendments as described in section 2.
Sequence types: We indicate major and minor
shifts in conversational sequences – sections of in-
teraction with a particular purpose. We define a
number of sequence types listed and described be-
low, firstly the major and then the minor types, or
‘sub-sequences’:

• Opening – greetings at the start of a conver-
sation; may also be found mid-transcript, if
for example the conversation was interrupted
and conversation needs to recommence.

• Topic – relates to the topic of conversation
(minor labels complete this sequence type).

• Exercise – signalling the start of a con-
strained language exercise (e.g. ‘please look
at textbook page 50’, ‘let’s look at the graph’,
etc); can be controlled or freer practice (e.g.
gap-filling versus prompted re-use).

• Redirection – managing the conversation
flow to switch from one topic or task to an-
other.

• Disruption – interruption to the flow of con-
versation for some reason; for example be-
cause of loss of internet connectivity, tele-
phone call, a cat stepping across the key-
board, and so on...

• Homework – the setting of homework for
the next lesson, usually near the end of the
present lesson.

• Closing – appropriate linguistic exchange to
signal the end of a conversation.

• Admin – lesson management, such as ‘please
check your email’ or ‘see page 75’ (com-
pared to version 1: moved from ‘teaching fo-
cus’).

• Free practice – ... (new in version 2).

• Non-English – ... (new in version 2).

Below we list our minor sequence types,
which complement the major sequence types:

– Topic opening – starting a new topic:
will usually be a new sequence.

– Topic development – developing the
current topic: will usually be a new sub-
sequence.

– Topic closure – a sub-sequence which
brings the current topic to a close.

– Presentation – (usually the teacher) pre-
senting or explaining a linguistic skill or
knowledge component.

– Eliciting – (usually the teacher) contin-
uing to seek out a particular response or
realisation by the student.

– Scaffolding – (usually the teacher) giv-
ing helpful support to the student.

– Enquiry – asking for information about
a specific skill or knowledge compo-
nent.

– Repair – correction of a previous lin-
guistic sequence, usually in a previous
turn, but could be within a turn; could
be correction of self or other.

– Clarification – making a previous turn
clearer for the other person, as opposed
to ‘repair’ which involves correction of
mistakes.

– Reference – reference to an external
source, for instance recommending a
textbook or website as a useful resource.

– Recap – (usually the teacher) summaris-
ing a take-home message from the pre-
ceding turns.

– Revision – (usually the teacher) revisit-
ing a topic or task from a previous les-
son.

Teaching focus: Here we note what type of
knowledge is being targeted in the new conver-
sation sequence or sub-sequence. Note that these
do not accompany every sequence type – they are
only used where applicable.

• Grammatical resource – appropriate use of
grammar.

• Lexical resource – appropriate and varied use
of vocabulary.

• Meaning – what words and phrases mean (in
specific contexts).

• Discourse management – how to be coherent
and cohesive, refer to given information and
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introduce new information appropriately, sig-
nal discourse shifts, disagreement, and so on.

• Register – information about use of language
which is appropriate for the setting, such as
levels of formality, use of slang or profanity,
or intercultural issues.

• Task achievement – responding to the prompt
in a manner which fully meets requirements.

• Interactive communication – how to structure
a conversation, take turns, acknowledge each
other’s contributions, and establish common
ground (does not yet feature in the corpus).

• World knowledge – issues which relate to ex-
ternal knowledge, which might be linguistic
(e.g. cultural or pragmatic subtleties) or not
(they might simply be relevant to the current
topic and task).

• Meta knowledge – discussion about the type
of knowledge required for learning and as-
sessment; for instance, ‘there’s been a shift
to focus on X in teaching in recent years’.

• Content – a repair sequence which involves a
correction in meaning; for instance, Turn 1:
Yes, that’s fine. Turn 2: Oh wait, no, it’s not
correct.

• Writing - a focus on writing skills and or-
thographic issues such as spelling, grammar,
punctuation (new in version 2, and subsumes
‘typo’ from version 1).

• Speaking - a focus on speaking skills (new in
version 2).

• Listening - a focus on listening skills (new in
version 2).

• Reading - a focus on reading skills (new in
version 2).

• Exam prep – specific drills to prepare for ex-
amination scenarios, as well as discussions
around exam strategy (updated label and def-
inition for version 2).

Use of resource: At times the teacher refers
the student to materials in support of learning.
The resources encountered so far are, book,
chat, dictionary, movie, sample
paper, social media account,
student’s writing, textbook,
video, website.
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Abstract
This paper introduces the Swedish Mu-
ClaGED1 dataset, a new dataset specifically
built for the task of Multi-Class Grammatical
Error Detection (GED). The dataset has been
produced as a part of the multilingual Compu-
tational SLA2 shared task initiative3. In this
paper we elaborate on the generation process
and the design choices made to obtain Swedish
MuClaGED. We also show initial baseline re-
sults for the performance on the dataset in a
task of Grammatical Error Detection and Clas-
sification on the sentence level, which have
been obtained through (Bi)LSTM ((Bidirec-
tional) Long-Short Term Memory) methods.

1 Introduction

Due to high migration of people around the globe,
learning a language of a new country of residence
is increasingly important, and educational appli-
cations such as grammar checkers and other eval-
uation tools suitable for language learners are in-
creasingly in demand. Grammatical Error Cor-
rection (GEC) (e.g. Omelianchuk et al., 2020;
Bryant et al., 2019) and Grammatical Error Detec-
tion (GED) (e.g. Yuan et al., 2021; Daudaravicius
et al., 2016) are two well-established fields in NLP
that focus on techniques to support development
of language users’ writing skills, where errors are
flagged (detection) and suggestions for corrections
are generated (correction) - often in synchronous
mode, i.e. as the user writes (e.g. Ranalli and
Yamashita, 2022).4 However, correction of er-
rors without explaining reasons behind corrections

1MuClaGED = Multi-Class Grammatical Error Detection
2SLA = Second Language Acquisition
3Note that this version of the dataset is preliminary. The

final guidelines for the dataset and the task may change as a
result of the current experiments and further work on the def-
inition of the task and datasets. However, the current dataset
will be made available as such for the community one the
shared task is over.

4Interrelation of the two fields is well-captured by Google
Ngrams, even though we realize that the corpus is decisive
for this type of generalizations: https://tinyurl.com/bddadpus

does not necessarily lead to effective learning, and
we argue therefore that GED and subsequent clas-
sification of errors by an error type constitute a
critical first step for generation of meaningful cor-
rective feedback.

Within Second Language Acquisition (SLA),
corrective feedback can be defined as the teacher’s
identification of an error and subsequent at-
tempt(s) to inform the learner about it in some
way (Chaudron, 1988). The research in the field
has moved from an earlier position where correc-
tive feedback was considered unhelpful for lan-
guage learning (Krashen, 1981) to the current un-
derstanding that corrective feedback can indeed
be important and sometimes even crucial for adult
learners to advance in the second/foreign language
(Van Beuningen et al., 2012; Lyster et al., 2013).
Research on the topic is based on the firm assump-
tion that corrective feedback is necessary for sec-
ond language learners. And recent studies have
focused on the quality of automatic error detec-
tion and classification, as well as the best ways of
providing feedback - among others, on the timing
of said feedback (i.e. synchronous versus asyn-
chronous) and on its effects on the cognitive pro-
cess, e.g. Ranalli and Yamashita (2022).

In view of that, the Computational SLA team
has considered error detection and classifica-
tion, as the main focus for a shared task, which
we argue should be given more attention.

1.1 MuClaGED task in a nutshell

The task has been defined as a multi-lingual multi-
class grammatical error detection in low-resource
contexts. One of the important principles is that
the data should be authentic language learner
data. Many current grammar checkers have been
trained on texts produced by native speakers (L1)
or on the language produced by advanced non-
native speakers in highly academic texts, such as
in the case of the Helping Our Own (HOO) shared
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task (Dale and Kilgarriff, 2011). Intuitively, these
systems are not as well suited for Intelligent
Computer-Assisted Language Learning (ICALL)
or Automatic Writing Evaluation (AWE) systems.
Indeed, Leacock et al. (2014) have convincingly
shown that foreign language learners’ error correc-
tion and feedback will benefit from models trained
on real L2 students’ texts. Hence the importance
of using authentic language learner data.

Another principle is the focus on low-
represented languages. Both GEC and GED have
been mainly researched on the basis of English
data. Therefore, shared tasks on other, less-
represented languages are needed to stimulate fur-
ther research. However, unlike English, many
other languages have smaller datasets of error-
annotated L2 data compared to English. There-
fore, the Computational SLA team has initi-
ated a multi-lingual task where several language
datasets, potentially small ones, should be unified
in format and annotation for the shared task with
a possibility to augment data, and/or use datasets
from several languages through domain adapta-
tion, transfer learning, and other modern tech-
niques. Swedish, as one of the less-represented
languages, is a part of this task, alongside Czech,
Italian, German and English.

The teams will have sentence-scrambled au-
thentic learner data with the task to develop meth-
ods for the following:
(1) binary classification on a sentence level (cor-
rect – incorrect)
(2) binary classification on a token level (correct –
incorrect)
(3) error classification on a sentence level (5-class
taxonomy)
(4) error classification on a token level (5-class
taxonomy)

The results will be evaluated using recall, pre-
cision, accuracy and F-scores per the target lan-
guage, and teams will have a possibility to use ad-
ditional data in addition to the one provided by the
organizers.

In other words, the goal of the shared task is to
use L2 learners’ texts to develop models capable
of not only detecting grammatical errors (i.e. a bi-
nary classification between correct and incorrect),
but also of multi-class error detection, that is, clas-
sifying detected errors into five main categories
(Punctuation, Orthographic, Lexical, Morphologi-
cal and Syntactic). The five categories have been

defined broadly, so that all languages could con-
vert their tagsets to produce comparable annota-
tions.

The task is aimed at promoting a few languages
which have not been in much focus for GED or
GEC, and where appropriately annotated datasets
are available, even if modest in size. Therefore
the size of the datasets is limited to 10,000 sen-
tences, imitating the low-resource context even
where more data is available. The latter does not,
however, apply to Swedish since error-annotated
Swedish data contains only approximately 8,500
sentences from learner essays (including correct
ones).

This will be the first time that original L2
learner data for Swedish will be used in a shared
task focusing on GED. The main focus of this
article is to present the generation process of
the Swedish GED dataset necessary for the Mu-
ClaGED shared task according to specifications
agreed on between the task organizers. In Section
3 we describe the resulting dataset. Additionally,
we present an initial experiment on the resulting
dataset to explore and evaluate its functionality in
the task of Grammatical Error Detection and Clas-
sification on the sentence level (task (3) above) and
to present the first baseline for the task (Section 4).

2 Related work

2.1 Grammatical Error Detection and
Classification

Grammatical Error Detection (GED) is a chal-
lenging task in NLP which has gained consider-
able attention in the recent years. It is generally
agreed on that, in the modern digital world, peo-
ple tend to rely on a number of tools to learn new
languages and improve their writing skills (Madi
and Al-Khalifa, 2018a), as well as to assess their
work (Rei and Yannakoudakis, 2016). The need
for these tools exists in all languages, even in
languages with a notable research focus such as
English, but especially in low-resource languages
that are not researched as much, such as the case
of L2 Swedish.

GED is the task of detecting grammatical er-
rors in a written text (Yuan et al., 2021). It can
be performed on the token level or on the sentence
level. Traditionally, GED has been treated as a bi-
nary sequence labelling task where, for each token
or sentence, a label of either ‘correct’ or ‘incor-
rect’ is assigned (Rei and Yannakoudakis, 2016).
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The task of GED can be extended into Grammat-
ical Error Classification, where each of the errors
needs to be labeled as belonging to one of the pre-
established types. This task is also referred to as
multi-class detection (Yuan et al., 2021).

2.2 Approaches to GED and GEC

Over time, various attempts have been made to
address the task of detecting grammatical errors
in written text. As presented by Madi and Al-
Khalifa (2018a), the main approaches that have
been used to perform GED and GEC are rule-
based, syntax-based and machine learning. Ad-
ditionally, lately some techniques have explored
the use of transformer-based models (Bryant et al.,
2019).

One popular approach to tackle the task is using
deep learning models, such as Neural Networks
(NN) or Recurrent Neural Networks (RNN), as it
does not require manually writing rules nor any
other kind of feature engineering, as the model
features are learned automatically. The methods
in this area that have proven to be more effec-
tive in detecting and correcting grammatical er-
rors are RNNs, such as Long Short-Term Memory
(LSTM) (Madi and Al-Khalifa, 2018b).

With the recent arrival of transformers in the
field of NLP, transformer-based models have been
explored as a new method to perform GED and
GEC tasks. A recent example is that of Yuan et al.
(2021), who have shown that transformer-based
language models for multi-class GED for down-
stream GEC output considerably detailed results
when detecting and classifying errors in written
English. In their work, Yuan et al. (2021) prove
that simply finetuning ELECTRA yields new state
of the art results in multi-class error detection.

There is also the possibility of combining more
than one of the aforementioned methods. Such is
the case of Bell et al. (2019), who have used a bidi-
rectional LSTM (Bi-LSTM) with contextual word
embeddings from transformers (namely ELMo,
BERT and Flair embeddings) to detect grammat-
ical errors.

2.3 Data required for GED

Obtaining useful data for the tasks of GED and
GEC can be challenging, especially when the de-
sired approaches are statistical or machine learn-
ing methods, which require large quantities of la-
beled data. Written error data to perform GED

and GEC for educational purposes can be ob-
tained from two different types of sources: orig-
inal learner data, namely texts written by L2 stu-
dents, and synthetic data, which has been au-
tomatically generated. Whereas manually anno-
tated human-made errors are representative and
can therefore be useful to detect new errors, ob-
taining large datasets containing this kind of an-
notated data is expensive. And synthetic datasets
are by some considered to deviate from the natu-
ral distribution of human-made errors (Yasunaga
et al., 2021). Finding the perfect method to ob-
tain high quality representative error data is still an
ongoing and demanding challenge, and currently
some datasets are formed by a combination of data
sources (Leacock et al., 2014).

Labeled error datasets can be annotated on the
sentence level or on the token level, although the
latter is notably more common, habitually contain-
ing a diverse taxonomy of error types. Such is
the case of the Cambridge Learner Corpus First
Certificate in English (CLC FCE) dataset by Yan-
nakoudakis et al. (2011), with 77 error types. An-
other case is the data structure mentioned in the
work by Bryant et al. (2017), where they present
a taxonomy of 25 error types distributed amongst
three edit operation categories, ‘Unnecessary’ (U),
‘Missing’ (M) and ‘Replacement’ (R).

Original learner data appears to be the most log-
ical source for the creation of datasets that are
used to train models to create systems and tools
intended for L2 students. To accurately perform
GEC or GED on student-produced text, it is key
to use data with a similar language use to that of
the text we want to detect errors in (Leacock et al.,
2014). Current corpora available to the public and
for general use are usually extracted from formal
and correct sources such as news sites or encyclo-
pedias. The written texts’ language style found
in these corpora is usually different from the one
used by students in their essays or other language
learning tasks. This means that it is possible that a
language model trained on encyclopedic text will
not perform accurately GED on L2 students’ texts.
Therefore, we consider the use of original learner
data the right choice for the task at hand.

3 Constructing MuClaGED

3.1 Original learner data

The source of the data used to craft the Swedish
MuClaGED dataset is the SweLL (Swedish
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Learner Language) gold corpus (Volodina et al.,
2019). SweLL is an infrastructure with several
linguistic datasets, one of which is SweLL-gold,
a collection of 502 essays (7,807 sentences in the
source) written by learners of Swedish as a sec-
ond language. The texts have been manually cor-
rected and annotated by a team of researchers lead
by Språkbanken, a research unit and a part of the
Nationella Språkbanken (the National Language
Bank of Sweden), with the purpose to set the foun-
dations of the research on Second Language Ac-
quisition (SLA) on the Swedish language (Rude-
beck and Sundberg, 2021).

The 502 texts in SweLL-gold have been writ-
ten by adult (16+) second language learners of
Swedish who are undergoing a formal education
in Swedish as a Second Language, such as uni-
versity, upper education courses or Swedish For
Immigrants (SFI), or taking official examinations
to test their knowledge of the language (TISUS or
CEFR-based).

The learner texts have undergone a certain
amount of manipulation, that includes transcrip-
tion (from hand-written originals), pseudonymiza-
tion (to ensure the writers’ privacy) and normal-
ization (i.e. rewriting to correct version), and
they are accompanied with demographic infor-
mation of the writers and their performance in
the form of metadata. The metadata includes,
among others: age range, approximate level (one
of “Avancerad”, “Fortsättning” or “Nybörjare”5

levels), course subject, date, education level, essay
id, gender, grading scale and native language(s) of
the learner. Not all parameters are provided for all
the essays, and only a few are kept in MuClaGED.

The SweLL-gold correction taxonomy consists
of 29 error correction tags, which can be grouped
into the following six subgroups: Punctuation, Or-
thographic, Lexical, Morphological, Syntactical
and Other. For this work, we consider the first
five categories, namely POLMS. Furthermore, the
Other category represents comments and tags for
unintelligible words in other languages, correc-
tions that cannot be included in any of the es-
tablished categories and preudonymization notes.
Further information can be found in the annotation
guidelines (Rudebeck and Sundberg, 2021).

5Advanced”, “Continuing” (standing for “Intermediate”)
and “Beginner”.

3.2 From SweLL-gold to MuClaGED

In this project, we transform the existing original
learner data in Swedish, the SweLL-gold dataset
(Volodina et al., 2019), into the CoNLL-like for-
mat agreed on by the Computational SLA team to
build Swedish MuClaGED, exemplified in Fig. 2.

The format specifications go as follows. The es-
tablished taxonomy contains five error categories,
to be distributed into three correction operation
types, represented in columns. These error
categories are the top error tags used in Volodina
et al. (2019), namely POLMS (Punctuation,
Orthographic, Lexical, Morphologic and
Syntactic). The three error edit operation
columns are inspired by the work by Bryant et al.
(2017) but renamed slightly differently as ADR,
standing for Addition, Deletion and Replacement.

In practical terms it means that, for example, if
a sentence contains a misspelled word, the edit op-
erations would be ’R’ – replacement, and the error
type be ’O’ – orthographic. The ’O’ code will be
filled into the column ’R’ for that particular token.
If the same word is involved in some other error
types, e.g. morphological agreement, a code ’M’ –
morphological error – will be added into the same
column ’R’.

Additions are attached to the token after, where
the additional necessary token (or tokens) should
be added to render the sentence grammatically
correct. For this purpose, a dummy token (‘@’) is
added as the last position of the sentence, to store
the information in case a token needs to be added
at the end of the sentence. As it can be seen in the
example in Figure 2, each sentence in the dataset
is formed of

(1) four comment-lines containing (i) the orig-
inal sentence (’text’), (ii) the corrected version
of the sentence (’corrected text’), (iii) sentence id
(’sent id’) and (iv) the metadata with level, first
language (’L1’) and the data split (80% is’Train’,
10% is ’Dev’, and 10% is ’Test’); during the de-
velopment period we kept essay ids for potential
need to double-check with the full essays. For the
shared task essay ids are unnecessary and will be
removed.

(2) one line per token with the token index, the
word itself and the three edit operation columns
(Addition, Deletion, Replacement). The columns
are filled with corresponding error type(s) that
have undergone that particular editing operation.

To complete the format transformation of the
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Figure 1: Sentence example of the dataset with a word order error. The columns, in order, are: token id, token,
addition errors, deletion errors, replacement errors. Translation: ‘We still need our library!’

Figure 2: Sentence example of the dataset. The columns, in order, are: token id, token, addition errors, deletion
errors, replacement errors. Translation: ‘I couldn’t leave them so they were alone.’

dataset, a few steps have to be carried out. These
steps involve creating a sentence-level alignment,
simplifying the error tags and distributing them ac-
cording to the ADR error correction operations,
dividing the essays into sentences, and finally
obtaining POS (Part of Speech) information and
gathering metadata.

The first step to obtain Swedish MuClaGED
from SweLL-gold is to reach a sentence level
alignment between the original text (’source’) and
its corrected version (’target’). The goal of this
step is to distribute the error labels into the proper
error correction operation type, represented in the
ADR columns, specifically the additions and the
deletions. When aligning the original text and
the corrected text, we obtain 3 possible situations:
one-to-one matches, where one token in the source
corresponds to one token in the target; one-to-zero
(no matches), where a token or more in the source
cannot be matched to the target, or vice-versa,
zero-to-one; and matches on different number of
tokens (many-to-one, one-to-many and many-to-

many). In the last situation, the difference in the
number of tokens is taken into account to deter-
mine whether it indicates an addition or a deletion.

The error label distribution amongst the three
ADR error correction operations is determined
by either a strict manually-established limitation
based on the linguistic analysis of the pattern of
each error type, or by an automatic distribution
decided by the token-level extension of the error
tag. Each error type tag has been looked into to
observe its behaviour in the sentences, and it has
been found that, whereas some error tags consis-
tently behave in the same manner and only involve
one of the three error edit operation types, other
error tags could be placed in more than one cate-
gory. The error label distribution, also referred to
as ‘label logic’ is shown in Table 1.

Finally, the error tags are simplified so that we
are left with only the five main categories (Lex-
ical, Morphological, Orthographic, Punctuation
and Syntactic) by removing the second part of the
original tags. The 35 labels found in the SweLL
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Operation types Error labels
Addition (A) ‘S-M’, ’S-Msubj’, ‘P-M’
Deletion (D) ‘S-R’, ‘P-R’

Replacement (R)

‘O’, ‘O-Cap’, ‘O-Comp’,
‘L-Der’, ‘L-FL’, ‘L-Ref’,
‘L-W’, ‘M-Adj/adv’, ‘M-Case’,
‘M-F’, ‘M-Gend’, ‘M-Other’,
‘M-Verb’, ‘S-Adv’, ‘S-Comp’,
‘S-FinV’, ‘S-Type’, ‘P-Sent’,
‘P-W’

No fixed category ‘M-Def’, ‘M-Num’, ‘S-Clause’,
‘S-Ext’, ‘S-WO’, ‘S-Other’

Table 1: Error label distribution by error operation col-
umn.

taxonomy (Volodina et al., 2019) are thus reduced
to five categories according to the first head cat-
egory of the SweLL tag (e.g., ‘M-Verb’, which
represents Morphological errors involving verbs
and auxiliaries, becomes simply ‘M’). Error cor-
rections spanning a group of tokens receive num-
bering starting from the second token. This is done
by adding ‘:2’ (and consecutively) to the error tag.

To make sure that the dataset can be shared with
any team willing to participate in the shared task
despite the GDPR restrictions, (1) metadata was
restricted to two labels - levels of the course and
mother tongues; and (2) essays were scrambled
and sentences were ordered randomly to limit a
possibility to reconstruct original essays.

3.3 The resulting dataset
The final Swedish MuClaGED dataset, based en-
tirely on the SweLL-gold dataset (Volodina et al.,
2019), is formed by a total of 8,553 sentences
(155,415 tokens). These sentences are represented
in a ‘CoNLL-like’ format, where each sentence
is representas as follows: an initial comment-line
with the full text, a second comment-line with the
corrected text, a third comment-line with the sen-
tence id and a fourth comment-line with metadata,
containing the approximate level of the student,
their native language or languages and the split the
sentence belongs to (either train, test or dev splits,
which represent 80%, 10% and 10% of the dataset
respectively). The comment-lines are followed by
one line for each individual token in the sentence.
The token-level information consists of three er-
ror correction operation categories, namely ADR,
standing for Addition, Deletion and Replacement.

In the dataset we can find the following error
distribution by token (Table 2). One sentence
might contain more than one error of the same
type, and one token might be involved in more

than one type of errors at once.

Error type Number of tokens
containing this error

Lexical 4,862
Morphological 7,957
Orthographic 4,360
Punctuation 2,888
Syntactical 7,422

Total count of errors 27,489
Error-free tokens 127,926

Table 2: Error distribution by token

Table 3 presents the error distribution on the
sentence level, that is, it shows how many sen-
tences contain at least one error for each of the
types. This means that, even though one sentence
might contain, for example, 3 grammatical errors
of the type ‘Syntactic’, it is only counted once.

Error type Number of sentences
containing this error

Fully correct sentences 2,100
Lexical 3,146

Morphological 3,922
Orthographic 2,688
Punctuation 1,843
Syntactical 3,763

Table 3: Error distribution by sentence

Table 4 shows the error distribution by correc-
tion operation categories (Addition, Deletion or
Replacement).

Column type Number of errors
Addition (A) 6,120
Deletion (D) 2,394

Replacement (R) 20,058

Table 4: Error counts by column

4 Baseline experiments on MuClaGED

4.1 Methods

The experiment was carried out by using LSTMs
and Bi-LSTMs on simple word embeddings, word
embeddings combined with POS tags informa-
tion and on Swedish BERT sentence embeddings
(Rekathati, 2021).

LSTMs and Bi-LSTMs Long Short-Term
Memory (LSTM) and their bidirectional coun-
terpart (Bi-LSTM) are a type of artificial neural
networks called Recurrent Neural Networks
(RNN). An RNN makes use of sequential data to
feed the output of a previous step to the current
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Figure 3: Sentence example with a missing punctuation error (on token 5). The columns, in order, are: token id,
token, addition errors, deletion errors, replacement errors. Translation: ‘I have three children I like my apartment.’

training step (Abiodun et al., 2019). They are
notable for their memory, which allows the output
from previous steps to influence the following
step. Nonetheless, RNNs do not learn well from
long sequences of data (Sarker, 2021). To over-
come this limitation involving the gradients of the
neural network surged LSTMs and Bi-LSTMs.

Bi-LSTMs have the same structure as the orig-
inal LSTM, but the difference between the two is
that Bi-LSTMs are formed by two hidden layers
(two LSTMs) that take in the input from oppo-
site directions (i.e., one does take the input start-
ing from the beginning and the other does it start-
ing from the end), inputting data from the past and
the future and consequently taking into considera-
tion the entire context of an element in a sequence
(Sarker, 2021), instead of just the previous ele-
ments, which is what is done by simple LSTMs.
Bi-LSTMs are a common choice of method in
many tasks involving context, which are most NLP
tasks.

Since Bi-LSTMs consider the whole context of
a token in a sequence and grammatical errors can
oftentimes be related to other elements in the sen-
tence, it seemed natural for the purpose of per-
forming GED to make use of this type of RNN.
For experimentation purposes, both LSTMs and
Bi-LSTMs were employed in this work.

The conscious choice was made to use
LSTMs and Bi-LSTMs for this project instead
of a transformer-based approach, which currently
tends to yield the most promising results. We con-
sider the main focus of this work to be the gen-
eration of a new dataset specifically designed for
the task of grammatical error classification and not
the obtainment of state-of-the-art results, as that

will be the goal for the participants in the eventual
shared task.

Swedish BERT sentence embeddings Bidirec-
tional Encoder Representations from Transform-
ers, commonly referred to as BERT, are large lan-
guage representation models which provide pre-
trained deep bidirectional representations for writ-
ten text “by jointly conditioning on both left and
right context in all layers” (Devlin et al., 2018).
Through training, these models acquire substantial
knowledge about how a language works by learn-
ing contextual relations amongst all words in a se-
quence of words and it produces rich feature rep-
resentations (embeddings), both on the word level
(the most frequently used for training models) and
on the sentence level. BERT allows the building
of models to perform a diverse amount of NLP
tasks from its pre-trained word and sentence em-
beddings on a wide range of languages, including
Swedish.

For this work, we decide to utilize sentence-
level BERT embeddings instead of word-level
ones due to the fact that incorrectly written words
would be given split pre-trained embeddings by
the model, which was trained on grammatically
correct data. Therefore, the semantically meaning-
ful sentence embeddings from KBLab’s Swedish
Sentence-BERT (Rekathati, 2021) are used.

4.2 MuClaGED classification experiment

A machine learning experiment was performed on
the generated Swedish MuClaGED dataset, with
the goal (i) to test the functionality of the gener-
ated dataset for a possible task in the field of GED,
and (ii) to obtain tentative baseline results for the
planned shared task, to compare the participants’
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scores against.
This task has the aim of detecting the exis-

tence of errors on the sentence level and classi-
fying them according to the five aforementioned
categories (Lexical, Morphological, Orthographic,
Punctuation and Syntactical). This is done regard-
less of the error frequency in the sentence, as the
goal is simply to detect the existence of some er-
ror of a certain type. For example, for an input
sentence that contains two Orthographic (O) errors
and three Syntactic (S) errors, the correct output
for the model would be to predict the tags ’O’ and
’S’. Therefore, we are not using the token-level in-
formation for this evaluation task, we are exclu-
sively testing the capacity of the model to detect
the presence of errors and to classify them into five
categories.

To perform this task, two distinct word em-
bedding methods have been utilized. In the
first method, they were created from a simple
mapping from words to real numbers through a
‘nn.Embedding’ layer, which generates a M x N
matrix, where M is the number of words in the
vocabulary and N is the size of each word vector.
The second method utilized Swedish BERT sen-
tence embeddings extracted using the pretrained
Swedish sentence transformer (Rekathati, 2021).
The models constructed are either Long Short-
Term Memory (LSTM) or Bidirectional Long
Short-Term Memory (Bi-LSTM) neural networks.
The Bi-LSTM has the same structure as the
LSTM, but the difference is that it adds one more
LSTM layer, which looks at the input information
in reverse.

4.3 Results of the experiments

The evaluation metrics chosen to test the perfor-
mance of the models were the traditional main
metrics employed in NLP, namely accuracy, preci-
sion, recall, F1-score and F0.5-score. These were
performed on all error labels overall as well as in-
dividually to be able to find the best performing
models for each of them. Additionally, the in-
stances where the model would predict all five er-
ror tags correctly for one sentence were counted
and averaged. However, for these initial baseline
results, to decide on the best performing model,
we consider mainly the F0.5-score, although other
metrics such as accuracy, precision and recall will
also be considered as evaluation metrics in the
shared task.

The model predictions are of a decimal num-
ber between 0 and 1 for each of the error tags (in
the shape of [Orthographic, Lexical, Morphologi-
cal, Punctuation, Syntactic]) and, to determine the
real binary score, it is rounded up or down to the
closest full number. That is, a probability of ≥0.5
will be considered a 1 (standing for True, the exis-
tence of a tag of a certain type), and a probability
of < 0.5 will be considered a 0 (standing for False,
the non-existence of a tag of a certain type).

Table 5 shows the two best performing models
for the two data representations used for the ex-
periments: the original L2 data and the original
L2 data with POS information added. Only the re-
sults for the Bi-LSTM models are shown because,
in both cases, the results improved notably when
using a Bi-LSTM compared to using an LSTM.

L2 data
BERT Bi-LSTM

L2 data with POS
BERT Bi-LSTM

Lexical 0.54894179 0.44901065
Morphological 0.60539215 0.51724137
Orthographic 0.57565789 0.33475783
Punctuation 0.46072507 0.05263157

Syntactic 0.64680232 0.55408472

Table 5: Best performing models by error type.

5 Concluding remarks

We have presented Swedish MuClaGED, one of
five language datasets for the shared task on multi-
class error detection. The dataset was evaluated
for the task and we have reported the baseline re-
sults.

The main limitation is the size of the dataset.
It is apparent that the Swedish MuClaGED is of
limited size (8,553 sentences coming from 502
student essays), especially considering that most
tasks, not only in GED and NLP specifically but in
the general field of machine learning, commonly
require greater amounts of data to train models
capable of producing satisfactory results. There-
fore, there is the possibility that, for certain pur-
poses, especially if the dataset is to be used on its
own, the quantity of data present, of 8,553 sen-
tences, might not suffice. However, as the goal
of the Computational SLA shared task for which
the MuClaGED dataset has been built is to of-
fer the participants a dataset containing approxi-
mately 10,000 sentences of each participating lan-
guage to construct a larger multilingual dataset,
we consider its size to be rather appropriate.
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A second possible inconvenience is the imbal-
ance in the amount of error labels, namely the
fact that the five possible errors are not found in
the same frequency amongst the sentences form-
ing the dataset. It is therefore likely that the mod-
els trained with this data will have a better perfor-
mance on the most frequent error types (Syntac-
tical and Morphological). Although, overall, the
results in Table 5 show no remarkably large dif-
ference in performance, we consider it relevant to
note that the error types that show the highest f0.5-
scores correspond with the error types with more
representation in the dataset, and vice versa.

Regarding the results of the experimentation on
the task of Grammatical Error Detection and Clas-
sification on the sentence level, a first conclusion
that can be drawn is that the models trained on
Swedish BERT sentence-level embeddings yield
significantly better general results. A possible rea-
son for the better performance of models trained
using pre-trained BERT embeddings could be the
fact that Swedish BERT, like BERT in its other
available languages, is trained on grammatically
correct data. Therefore, it is likely that BERT cap-
tures enough grammatical knowledge that, when
generating an embedding for a sentence contain-
ing grammatical errors, the error gets reflected and
the model can detect and classify it with more
ease.

Secondly, adding POS information to the au-
tomatically generated through the Embedding di-
mension word embeddings, counter-intuitively
does not seem to provide relevant enough informa-
tion for the models to yield better results. There is
a possibility that the lower scores (relative to bet-
ter performing models) were caused by the method
of combining the tensors of the word embeddings
with the tensors representing the POS tags, which
was ‘torch.add’, an element-wise addition of ten-
sors. Other ways of combining both representa-
tions for the model to learn from would need addi-
tional exploration.

The results on the task of error type detection
on the sentence level show that the proposed for-
mat of the dataset and the approach chosen for the
experiment are promising. Additionally, the struc-
ture design of Swedish MuClaGED offers the pos-
sibility of more in-depth experiments which could
be explored in the future.

In this work, only LSTM and Bi-LSTM models
were trained for both tasks. However, consider-

ing the improvement in performance when work-
ing with BERT sentence-level embeddings, one
would consider the employement of pre-trained
models (either BERT itself or other transformer-
based models) for the task. Similarly, other type
of word embeddings could be explored within the
same LSTM and Bi-LSTM structure, such as Fast-
Text, for example.

Experiments with synthetic error datasets to
complement MuClaGED have been initiated
and shown very promising results (Casade-
mont Moner, 2022). Synthetic data could have
helped reach the necessary level of 10,000 sen-
tences for the shared task and reduce the imbal-
ance of underrepresented error types. However,
this work is outside the scope of this article and
the type of the data that the shared task requires.

Finally, the requirement on cross-language sim-
ilarity/comparability of the datasets in the shared
task (with regards to labels) might require addi-
tional changes and modifications to the presented
dataset before the final version is adopted. The
presented experiment and dataset are to be viewed
as a proof-of-concept.
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Abstract

“Word sense awareness” is a feature which
is not yet implemented in most corpus
query tools, Intelligent Computer-Assisted
Language Learning (ICALL) environments or
computer-readable didactic resources such as
graded word lists (Alfter and Graën, 2019;
Pilán et al., 2016; Tack et al., 2018). The
present paper aims to contribute to filling
this lacuna by presenting a word sense dis-
ambiguation (WSD) method for ICALL pur-
poses. The method, which is targeted at Span-
ish as a foreign language (SFL), takes a few
prototypical example sentences as input, con-
verts these sentences into “sense vectors”, and
integrates part of the training data collection
process into interactive vocabulary exercises.
The evaluation of the method is based on a se-
lection of 50 ambiguous items related to the
domain of economics and compares different
types of input data. With a top weighted F1
score of 0.8836, the present study shows that
the currently available NLP tools, resources
and methods provide all the necessary building
blocks for developing a WSD method which
can be integrated into interactive ICALL envi-
ronments.

1 Introduction

Compared to single-meaning words, lexically am-
biguous items (e.g. empleo: ‘usage’ / ‘job’) have
shown to be more challenging to process and
learn (Bensoussan and Laufer, 1984; Degani and
Tokowicz, 2010). Nevertheless, the distinction of
word senses has often been overlooked in the de-
sign of vocabulary learning curricula and graded
word lists (Tack et al., 2018). Moreover, when for-
eign language teachers or textbook designers need
a set of usage examples for each sense of an am-
biguous word, they often have to manually gather
or invent these example sentences. Or, if they are
able to use corpus query tools, they have to rely
on concordance searches which do not distinguish

between word senses, as most of those tools only
allow performing searches on word forms.

It is for these kinds of time-consuming tasks
that the field of ICALL aims to offer solutions:
by means of Natural Language Processing (NLP)-
driven methodologies, ICALL studies seek to fa-
cilitate and/or (partially) automate the creation
of language learning materials to be used in a
CALL environment. To tackle the lexical ambi-
guity issue, the NLP technique of WSD can be
applied (Kulkarni et al., 2008). Although per-
formance levels have recently breached the “80%
glass ceiling set by the inter-annotator agree-
ment” (Bevilacqua et al., 2021), WSD is still
an open problem (Blevins et al., 2021; Navigli,
2018), especially for languages other than English
and for specific purposes such as ICALL. How-
ever, thanks to the recent advances within NLP,
the tools and resources to successfully develop an
ICALL-tailored WSD method do seem to be avail-
able. Therefore, with this study we aim to make a
plea for integrating WSD in ICALL, presenting a
straightforward method which can easily be im-
plemented in existing ICALL environments.

The paper is structured as follows: Section 2
first of all zeroes in on the concepts of lexical
ambiguity (as conceived in NLP) and WSD, and
also provides a brief overview of the recent de-
velopments within ICALL. Next, in Section 3 we
present our WSD method, which is aimed at Span-
ish as the target language (3.1), takes a few proto-
typical example sentences as input (3.2), leverages
the ability of Transformer models to create contex-
tualised “sense vectors” (3.3), and integrates part
of the process of compiling training data into inter-
active vocabulary exercises for SFL students (3.4).
The WSD method is applied to and evaluated on
custom datasets (3.5), the results of which are dis-
cussed in Section 4. Finally, Section 5 includes a
conclusion and discussion of the study, alongside
some possible directions for future research.

This work is licensed under a Creative Commons Attribution 4.0 International Licence.
Jasper Degraeuwe and Patrick Goethals. Interactive word sense disambiguation in foreign language learning.

Proceedings of the 11th Workshop on Natural Language Processing for Computer Assisted Language Learning
(NLP4CALL 2022). Linköping Electronic Conference Proceedings 190: 46–54.

46



2 Related research

2.1 Lexical ambiguity in NLP
In the domain of (written) NLP, a lexically am-
biguous item is usually defined as a lemma of
a specific part of speech (POS) for which more
than one sense can be distinguished. For reasons
of feasibility and scalability, to determine which
senses are included in the sense inventory (i.e.
the lexicon in which ambiguous words are linked
to their different senses), most computationally-
focused studies on WSD rely on established re-
sources such as (Euro)WordNet (Fellbaum, 1998)
or BabelNet (Navigli and Ponzetto, 2012). How-
ever, the sense distinctions in these resources are
often of a very fine-grained nature, which makes
them sometimes even difficult for humans to dis-
tinguish (Loureiro et al., 2021) and, in many cases,
unsuitable for real-life NLP applications (Hovy
et al., 2013). Moreover, Kilgarriff (1997) argues
that “there is no reason to expect a single set of
word senses to be appropriate for different NLP
applications”, since “different corpora, and differ-
ent purposes, will lead to different senses”.

In other words, our specific ICALL setting re-
quires a specific sense inventory, tailored to the
needs of SFL learners (see Section 3.2). An ex-
ample of an inventory with coarse-grained sense
distinctions that are easily interpretable by humans
is the CoarseWSD-20 dataset (Loureiro et al.,
2021), which consists of a manual expert selection
of twenty English nouns and their corresponding
senses, and is based on Wikipedia as reference in-
ventory and corpus. Degraeuwe et al. (2021) un-
dertake a similar effort, but in this case to build a
WSD system which distinguishes between sensory
and non-sensory meanings of ambiguous items for
the specific purpose of analysing the use of sen-
sory language as a rhetoric technique in tourism
discourse.

2.2 Word sense disambiguation
As formulated by Navigli (2009), WSD is “the
ability to computationally determine which sense
of a word is activated by its use in a particular
context”. Formally, this means that WSD aims to
identify a mapping A from words to senses (i.e. to
assign the appropriate sense(s) to all or some of
the words in a text), such that A(i) ⊆ SensesD(wi),
where SensesD(wi) is the set of senses encoded in
a dictionary D (i.e. the sense inventory) for word
wi, and A(i) is that subset of the senses (usually of

length 1) of wi which are appropriate in the con-
text (Navigli, 2009). In the following example,
a WSD system is expected to map operación in
sentence (a) to the sense “operation”, and in sen-
tence (b) to the sense “surgery”.

(a) La operación supuso la transferencia de
cerca de 500 trabajadores. (‘The operation
entailed transferring around 500 workers.’)

(b) La operación se ha efectuado por medio de
un cateterismo. (‘The surgery has been per-
formed by means of a catheterisation.’)

WSD can be conceived as a classification task,
with the word senses as the classes, and an auto-
matic classification method as the means to as-
sign each occurrence of a word to one or more
classes based on the evidence from the context
and/or from external knowledge sources. In this
regard, it should be highlighted that, contrary to
other NLP classification tasks such as POS tagging
and Named Entity Recognition (NER), in WSD
there is no fixed number of predefined categories
(classes), since the set of senses (classes) is dif-
ferent for each individual word. In other words,
“WSD actually comprises n distinct classification
tasks, where n is the size of the lexicon” (Navigli,
2009). As a result, building a WSD system usually
constitutes an accumulative process.

2.3 WSD in ICALL

Driven by the recent advances in NLP, current
ICALL applications which can be used for vo-
cabulary learning purposes are doing more and
more credit to the “Intelligent” part of their name.
In the category of intelligent corpus consulta-
tion applications, the hybrid HitEx system for
Swedish (Pilán et al., 2016) is a well-known exam-
ple: it allows extracting context-independent ex-
ample sentences of a given proficiency level from
corpora by performing fine-grained and customis-
able queries. To this end, the system relies on
computer-readable lexical-semantic resources and
POS-tagged, lemmatised and parsed Swedish cor-
pora, to which then a series of rule-based and ma-
chine learning-based selection criteria are applied.
Next, for the category of exercise generation appli-
cations, different examples are to be found in the
work of Graën, whose research explores the use of
(multi)parallel corpora as input data for the auto-
matic generation of (gamified) language learning
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Figure 1: Spanish WordNet entry for comisión, in which two of its five “synsets” (synonym sets) refer to the sense
“committee” with hardly any difference between them: the synset [comité, comisión] and the synset [delegación,
diputación, encomienda, comisión]. Furthermore, despite being used very frequently, comisión as “intermediary
fee” is not included amongst the senses.

exercises, ranging from training knowledge of par-
ticle verbs (Alfter and Graën, 2019) to reordering
exercises (Zanetti et al., 2021).

However, although this kind of systems have
proven to be a valuable complement to vocabulary
learning activities in the classroom (Ruiz et al.,
2021), using ICALL still comes with its limita-
tions. Recognising lexically ambiguous items and
distinguishing between their senses is one of those
pending issues (Pilán et al., 2016), as the NLP-
driven technique of WSD is rarely integrated in
ICALL environments, in corpus query tools or in
the development of computer-readable resources
for didactic purposes (e.g. graded word lists).

3 Methodology

3.1 Setting

As mentioned in the introduction, one of the novel
aspects of our WSD method is its embedding in an
educational context. For this study, we take a B2+
level Spanish writing course at university as the
target setting. As a part of the vocabulary learn-
ing module of the course, which specifically fo-
cuses on learning business vocabulary, the 35 en-
rolled students work with the ICALL environment
of the Spanish Corpus Annotation Project (SCAP;
scap.ugent.be; Goethals, 2018) and have to com-
plete an online module on lexical ambiguity. It is
in that module on lexical ambiguity that part of the
training process of our WSD system is integrated
(Section 3.4).

To arrive at a selection of target items the
WSD method can be applied to and tested upon,
all nouns in a 11M corpus containing newspa-
per articles on economics, are first ranked from
highest to lowest keyness compared to a refer-

ence corpus (both corpora are available within the
SCAP platform), with the keyness calculation be-
ing performed according to the Log Ratio for-
mula (Hardie, 2014). Next, we ask an SFL ex-
pert to select the first 50 items (see Table 2) which
have at least two relatively frequent meanings and
fit within the business vocabulary scope of the B2+
writing course.

3.2 Sense inventory
Since using existing resources such as the Spanish
WordNet and BabelNet would result in a too-fine
grained and sometimes incomplete inventory (see
Figure 1 for an example), we elaborate a custom
sense inventory based on the senses included in the
Spanish dictionary Clave. 1 Given its status as a
general dictionary and its focus on “contemporar-
ily used expressions and terms in daily life” (Fun-
dación SM, 2021), Clave provides suitable input
for building an SFL-focused sense inventory. To
build the actual contents of the inventory, we ask
an SFL expert to go over the Clave senses and, if
deemed necessary, group related senses together
into coarse-grained “main senses”. In addition,
the expert is instructed to eliminate all domain-
specific Clave senses which are not related to the
domain of economics (e.g. matriz as “matrix” in
the domain of mathematics). Importantly, for most
of its senses, the Clave dictionary provides a pro-
totypical usage example, which will be used as the
input data of our WSD methodology. If no exam-
ple sentence is available for a given main sense
(which is the case for 16.5% of the main senses),
a usage example taken from one of the SCAP cor-

1Complete sense inventory available at
https://github.com/JasperD-UGent/sense-inventory-
economics-50.
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Unseen sentence to be classified

Eso sı́, tendrás que aprobar también el examen de ingreso. (‘Of course, you will have to pass the entrance
exam.’)

Senses Labelled example sentences Cosine
similarity

Sense 1 “entry”
Apoyaremos tu ingreso en la comisión. (‘We will support your entry into the
commission.’) .5591

Hoy a las seis de la tarde es el ingreso del nuevo académico. (‘Today at six in
the afternoon the inauguration of the new academic takes place.’) .5626

Sense 2 “de-
posit”

El ingreso puedo realizarlo en cualquier sucursal. (‘I can make the deposit in
any branch.’) .5026

Sense 3 “in-
come, revenue”

Este mes, los ingresos han sido menores porque ha habido menos ventas. (‘This
month, revenue has been lower because there have been fewer sales.’) .3893

Table 1: Authentic application example of the cosine similarity classifier, with the maintained cosine similarity
values put in bold. The predicted output for the unseen sentence containing the ambiguous item ingreso is “entry”,
as the highest maintained value corresponds to this sense.

pora is manually added.

3.3 Sense vectors

Next, for each of the 50 target items, the prototyp-
ical example sentences included in the sense in-
ventory are transformed into “sense vectors”. To
this end, we take the contextualised word embed-
ding of the ambiguous item in the sentences with
the help of the RoBERTa-BNE model (Gutiérrez-
Fandiño et al., 2021). As a result, each main sense
in the sense inventory is now represented by a set
of n unique vectors, where n is the number of pro-
totypical sentences linked to the main sense (see
Figure 2 for an example). Usually, n is equal to
1, but if multiple Clave senses have been grouped
together n can also be greater than 1. Finally, the
sense vectors are used to predict the correct sense
of ambiguous instances in new, unseen sentences.
To perform this classification task, we use cosine
similarity calculations, a measure closely related
to distance metrics such as the Euclidean distance
(which is used in k-NN classifiers), with the main
difference being that instead of the distance be-
tween two vectors, it is the cosine of the angle be-
tween them which is measured. Cosine similarity
calculations usually yield outcome values between
0 (no similarity) and 1 (complete similarity), and
can be used to rank relative similarity levels (i.e.
higher scores indicate a higher level of similarity).

In summary, given a new target sentence with an
ambiguous word, the individual cosine similarity
values between the vector of the ambiguous item
in this target sentence and its sense vector(s) are
computed. Next, only the highest cosine similarity

Figure 2: Authentic example of sense vectors visu-
alised in a two-dimensional space, for the item ingreso
(see Table 1 for the sentences used to create the vec-
tors). The blue dots correspond to sense vectors of
the sense “entry”, the orange dot to “deposit”, and the
green one to “income, revenue”.

value for each sense is maintained, after which the
classifier assigns the target sentence to the sense
with the highest maintained value (see Table 1 for
an example).

3.4 Interactive exercises for training

As mentioned in Section 3.1, we use an online
module on lexical ambiguity included in an SFL
writing course at university to compile additional
training data. To this end, for each of the 50 se-
lected target items, a series of interactive exercises
are elaborated in which the 35 SFL students en-
rolled in the course familiarise themselves with the
linguistic phenomenon of lexical ambiguity and
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Figure 3: Screenshot of the all-embracing exercise in which students can train their own WSD model, for the
item divisa (‘foreign currency’ / ‘symbol, motto’). Before arriving at this part of the exercise, students first had to
initialise their WSD model by assigning the prototypical example sentences from the sense inventory to the right
sense. These labelled sentences were then converted into sense vectors and used to identify the ten most difficult
sentences for the system (i.e. the ten sentences with the lowest cosine similarity difference between the two top
maintained values) in a selection of unseen sentences taken from the SCAP corpora. In the exercise part shown in
the screenshot, students are asked to assign these ten sentences to the correct sense, in order to provide the system
with additional training data. Once finished, students are brought to the final part of the exercise, in which they can
analyse the performance of their custom model on new sentences.

learn the different meanings of the ambiguous vo-
cabulary item in question. Towards the end of
the exercise series, students are also encouraged
to consider lexical ambiguity from the perspective
of the computer, and receive a brief introduction
into the NLP technique of WSD. Finally, as an
all-embracing exercise, they are offered the oppor-
tunity to train their own WSD models. Amongst
other activities, this final exercise consists of as-
signing 10 unseen ambiguous sentences of a given
target item to the correct sense (see Figure 3).
These exercise responses are collected in order to
be used as additional training data.

As all students are pre-assigned 8 vocabulary
items for which they have to complete the entire
exercise series (with the vocabulary items being
evenly distributed across the students), for every
vocabulary item at least 5 responses can be col-
lected for each of the 10 unseen ambiguous sen-
tences. Finally, a threshold-based filter is applied
to the gathered data: all sentences for which at
least 80% of the responses have been assigned to
the same sense are considered suitable to be used
as additional training data for that particular sense.

3.5 Evaluation

Since our WSD method is designed to be applied
in a foreign language learning setting, it could
not be evaluated using one of the (few) existing
WSD datasets for Spanish (e.g. Màrquez et al.,
2004). First of all, many of the 50 vocabulary
items selected from the economic target corpus do
not occur amongst the ambiguous words included
in these datasets. Working with the words of
the existing datasets instead of selecting the target
items ourselves would have solved this problem,
but none of the datasets includes a set of ambigu-
ous items which could serve as input for the real-
life vocabulary class as described in Section 3.1.
Moreover, most datasets are labelled according to
WordNet sense distinctions, which were not de-
signed for the purpose of foreign language learn-
ing. In other words, all annotations would first
have had to be manually converted to the sense dis-
tinctions made in our SFL-tailored inventory be-
fore they would become usable.

Therefore, we decide to create custom datasets,
based on data from the SCAP corpora. For each
of the 50 selected ambiguous items, all sentences
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in which the lemma of the item occurrs are ex-
tracted from the corpora. For this concordance
search query, the minimal sentence length was put
to 10 and the maximal length to 70, to ensure that
noisy data are being kept out (e.g. short phrases
with a lack of contextual information and para-
graphs in which sentence splitting was not per-
formed correctly). The resulting datasets per am-
biguous item are then cleaned following an auto-
matic, rule-based process, and randomly split into
a 100-sentence test set and a “rest set” with all re-
maining sentences. Finally, the test sets are man-
ually annotated by an SFL expert according to the
sense distinctions made in the custom sense inven-
tory.

To evaluate both the WSD method in general
and the added value of using exercise responses as
additional training data, two different input types
(i.e. the training data which are used by the WSD
system to make predictions) are determined. To
make the system more robust, the first step of both
input types consists of automatically identifying,
for each sense of each ambiguous item, the 10 in-
stances in the “rest set” with the highest cosine
similarity compared to the contextualised sense
vectors included in the sense inventory (see Sec-
tion 3.3). The vectors corresponding to the am-
biguous item in those sentences are then added as
extra labelled training data on top of the original
sense vectors. In the basic input type (“base”), no
other training data are added after this step. In the
second input type (“enriched”), however, the se-
lected sentences from the interactive vocabulary
exercise (see Section 3.4) are included as addi-
tional training instances.

Finally, the WSD method is applied twice to the
test sets, once for every input type. To measure
performance, weighted F1 scores are calculated:
this score represents the harmonic mean of preci-
sion (i.e. the number of truly positive predictions
divided by the number of truly positive and falsely
positive predictions) and recall (i.e. the number of
truly positive predictions divided by the number of
truly positive and falsely negative predictions). By
using the weighted variant of the metric, unequal
label distributions are balanced out.

4 Results

First of all, the average results presented in Ta-
ble 2 show that both input types outperform the
most frequent sense (MFS) baseline by a large

margin, highlighting the overall potential of the
WSD method. Since, to the best of our knowledge,
no benchmark exists for WSD for language learn-
ing purposes, to interpret the F1 scores we com-
pare our results to Loureiro et al. (2021), a study
with a similar setup as ours (see also Section 2.1).
On a dataset of 20 English nouns, the fine-tuned
large BERT model of Loureiro et al. (2021) ob-
tains a top weighted F1 score of 0.975. However,
it should be highlighted that they make use of la-
belled training sets with sizes up to 6421 instances.
In this regard, the scores achieved by the best-
performing model in our methodology, which only
takes a few sentences as labelled input, can be con-
sidered highly satisfactory. Next, the results also
reveal that the addition of the exercise responses
as additional training data (“enriched”) leads to
a 0.01 increase in performance. Clearly, this in-
crease is too small to make firm claims about the
added value of resolving the most difficult cases
(recall that the examples to be classified by the stu-
dents correspond to the examples with the lowest
cosine similarity difference between the two top
maintained values) and adding them as training
data.

As for the individual results, the scores re-
veal a mixed picture. First, for some items (aso-
ciación, cuota, déficit, emisión, explotación and
operación) the addition of the exercise responses
appears to cause a reverse effect. Although these
non-neglegible decreases in performance are bal-
anced out by the considerable improvements for
balance, comisión, compañı́a, descuento, división,
entidad, gestión, ingreso, matriz, participación
and valoración, this finding suggests that new ex-
ample sentences should be added with caution.
When checking the added sentences, for aso-
ciación, cuota and explotación we found one or
two sentences to be classified incorrectly by the
students, which could explain part of the lower
F1 score for those words. For the other items, re-
solving the most difficult cases seems to introduce
“confusion” rather than clarity into the system.
This finding could be an indication that we might
need to reconsider the choice for taking this type
of examples as our source for new training data.
Switching to the exact opposite starting point, for
instance, could be another approach worth study-
ing: instead of integrating the sentences with the
smallest cosine similarity differences into vocabu-
lary exercises, the sentences with the largest differ-
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Individual results
Ambiguous item
(Log Ratio) #senses F1 base F1 enriched Ambiguous item

(Log Ratio) #senses F1 base F1 enriched

acción (4.5) 4 .9909 .9547 entidad (8.5) 2 .8904 .9411
administración (7.1) 3 .909 .8623 explotación (6.1) 2 .9604 .8937
aplicación (5.4) 4 .8635 .8621 facturación (10.2) 3 .7997 .8372
área (5.1) 2 .8435 .8435 firma (5.7) 3 .8417 .8838
asociación (5.5) 2 .962 .9083 gestión (7) 2 .8877 .9809
balance (6.3) 2 .7755 .8493 implantación (6.4) 3 .8513 .8899
bono (9.3) 2 .9156 .9454 ingreso (6.8) 3 .9016 .9697
colocación (4.5) 3 .9417 .93 inversión (9) 3 .7226 .7664
comisión (6.8) 4 .9295 .9833 liquidación (6.7) 3 .7709 .775
compañı́a (5.5) 4 .7709 .9054 matriz (6.1) 3 .8547 .9622
competencia (6) 2 .9591 .949 mercado (7.2) 2 .9463 .964
concesión (5.1) 3 .9402 .9402 operación (6.2) 2 .9483 .8913
cotización (8.4) 3 .8129 .849 operador (8.7) 3 .7539 .7191
crecimiento (8.6) 2 .7786 .8211 organismo (5.1) 2 .9535 .9619
cuota (6.6) 2 .8719 .7231 participación (6.5) 2 .7863 .864
déficit (6.7) 2 .9804 .863 plataforma (4.5) 5 .9491 .9491
demanda (6.5) 2 .8698 .897 polı́tica (5.2) 2 .8368 .8368
descuento (6.8) 2 .9111 .9655 préstamo (5.7) 2 .9198 .9198
deuda (5) 2 .7048 .7379 rebaja (5.5) 2 .9482 .9482
distribución (6.4) 2 .9168 .8949 saneamiento (5.3) 2 .8024 .8024
divisa (5.6) 2 .9663 .9569 sector (6.8) 3 .8912 .8912
división (5.4) 6 .7146 .8376 segmento (8.8) 2 .9295 .9295
ejercicio (5.3) 4 .9259 .9172 subida (5) 2 .9879 .9879
emisión (7.3) 4 .8693 .7133 tasa (8.1) 3 .9218 .9218
empleo (5) 2 1 1 valoración (5.5) 2 .4713 .5806

Average results
F1 base .873
F1 enriched .8836
MFS .5901

Table 2: Performance results on the custom 100-sentence test sets. The individual results report the weighted
F1 scores for each item with “base” and “enriched” as the two different input types. Log Ratio values are added
between brackets. For the average results, the mean of all 50 individual scores is taken. Here, also the most
frequent sense (MFS) baseline is reported, a simple but often hard-to-beat dummy system which always predicts
the most frequent sense of the ambiguous item (which was identified as the most frequent sense amongst the test
set annotations).

ences could be taken as input for a new type of ex-
ercise. Finally, the individual results also highlight
that a few items appear to be particularly challeng-
ing for the system (e.g. valoración: ‘estimate’
/ ‘appreciation, evaluation’), and will need to re-
ceive special attention. In this regard, a possible
addition to the methodology could be to calculate
the cosine similarity between the original sense
vectors in order to determine an “inter-sense sim-
ilarity” score. If, for a given ambiguous item, this
score exceeds a certain threshold, the item could
then be flagged so that more example sentences
can be added before initialising the WSD method.

5 Conclusion and discussion

In this study, a novel WSD methodology for
ICALL purposes is presented, applied to Spanish
as the target language. The method makes use of
a customised sense inventory in which all senses
are accompanied by one or a few prototypical ex-
ample sentences. By means of the RoBERTa-BNE
model (Gutiérrez-Fandiño et al., 2021), these sen-
tences are converted into unique “sense vectors”,
which can then be introduced into the cosine sim-
ilarity classifier to predict the sense of an unseen
ambiguous instance. Finally, we study the embed-
ding of part of the training process into interactive
vocabulary learning exercises for SFL students.
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To assess performance, the method is applied
to custom datasets for a selection of 50 ambigu-
ous nouns related to the domain of economics.
Overall, the WSD system achieves very promising
results, with a top average weighted F1 score of
0.8836. Next, compiling additional training data
through interactive vocabulary exercises leads to
a 0.01 increase in performance compared to not
using the exercise responses as additional training
data. As the increase is only of a very small nature,
additional research with a larger number of tar-
get items and/or larger test sets will be required to
reach well-founded conclusions on this particular
aspect. Finally, the analysis of the individual per-
formance results indicates that adding the exercise
responses does not per se lead to improved per-
formance, especially (and perhaps logically) when
incorrect classifications by the students passed the
80% threshold. Nevertheless, as more and more
exercise responses will be collected over time,
more sentences can be added (which could miti-
gate the “confusion” that is sometimes introduced)
and more responses per sentence can be gathered
(which could enable us to apply a more strict
threshold for selecting suitable sentences). Addi-
tionally, switching to another type of input sen-
tences in the exercises (e.g. the least difficult sen-
tences instead of the most difficult ones) could also
be a path worth exploring.

As the language model used to create the vec-
tors is pretrained (and can thus be used off the
shelf) and the exercise responses are filtered in an
automated fashion, the prototypical example sen-
tences are the only manually curated data needed
to initialise the methodology. This architecture
makes the WSD method scalable and applicable
in real-life scenarios. Therefore, with this re-
search we hope to contribute to implementing the
distinction of word senses as an additional fea-
ture in corpus query tools, ICALL environments
or computer-readable resources for didactic pur-
poses (e.g. graded word lists), which would open
a wide range of opportunities for the design of
different language learning materials. These ma-
terials can range from lexical-semantic resources
in which ambiguous items with similar polysemy
patterns are grouped together, over disambiguated
graded vocabulary lists, to exercises which start by
presenting the so-called core meaning of polyse-
mous items, a type of exercise which has proven
to be beneficial for the long-term retention of those

items (Verspoor and Lowie, 2003).
However, future research will still need to ad-

dress the detection of low-performing items, and
study how the performance of these items can
be improved. For example, the cosine similar-
ity between the original sense vectors could be
calculated to determine an “inter-sense similarity”
score. If, for a given ambiguous item, this score
exceeds a certain threshold, the item could then be
flagged. Similarly, the agreement rates between
students on the interactive exercises can also be
taken as a measure to detect possibly challenging
items: if exercise responses show little consensus
this should perhaps not be considered as a lack of
inter-annotator agreement, but rather as a sign that
(some of) the sense distinctions of the ambiguous
word might be particularly challenging. Thirdly,
we plan to carry out a follow-up study with a larger
number of target items and multiple SFL students
as test set annotators, and make the correspond-
ing datasets publicly available so that they can be
used to benchmark WSD methods for ICALL pur-
poses. Finally, we also aim to expand our cover-
age to verbs and adjectives, which will likely entail
other challenges given their different syntactic and
morphological characteristics.
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Abstract

This paper presents the initial stage in the de-
sign of an ICALL system. The objective is
to develop a system that automatically gen-
erates linguistic analytics of L2 learner writ-
ings. Student texts will be processed with NLP
tools producing different types of textual mea-
sures. We present the design of a new func-
tional complexity metric aiming to capture
the paradigmatic competition between forms
mapped to the same communicative function,
i.e. microsystems. More precisely, we ana-
lyze the variations of the FOR and TO prepo-
sitions in terms of frequency and probability of
occurrence. Relative frequency shows signifi-
cant correlations with CEFR levels suggesting
its possible use in an analytics report system.
More work is required to extend the approach
to other microsystems.

1 Introduction

When using an L2, learners make assumptions
about form-function mappings. They observe con-
texts in order to understand the meanings of spe-
cific forms. ”The task facing the learner is to dis-
cover (1) which forms are used to realize which
functions in the L2 and (2) what weights to at-
tach to the use of individual forms in the perfor-
mance of specific functions.” (Ellis, 1994, p.375).
In completing this task, learners modify their in-
ternal L2 system, gradually stabilise the mappings
and improve proficiency.

Proficiency has been the focus of much re-
search and it relies partly on the use of the com-
plexity construct. Grammar complexity features
form a major part of the elements used to op-
erationalise this construct. Two ways of opera-
tionalising the construct have emerged. One based
on holistic measures factoring in several grammar
constituents such as the ratio between the num-
ber of dependent clauses and the total number of
clauses in a text. The other one relies on frequency

counts of different grammar patterns classified in
terms of complexity. For all the benefits in both
approaches, neither operationalises the variations
between multiple forms mapped to one function.
Previous work suggests that there are variations in
mappings across proficiency levels (O’Keeffe and
Mark, 2017). So capturing these mapping varia-
tions could help to identify factors of proficiency
in L2 learners.

Form-function mappings could be opera-
tionalised as probability indicators in the use of
one form over other forms mapped to the same
function. These indicators could be generated by
models stored in the expert module of an Intelli-
gent Tutoring System (ITS). To achieve this, the
models must be built with data trained on occur-
rences of the forms. In this paper, we present
an illustration of the design of a new functional
complexity measure operationalising the FOR, TO
prepositions mapped to the communication func-
tion of ”expressing purpose”. We design a mea-
sure generated with a probabilistic model which is
intended to be part of a proficiency predictor sys-
tem.

2 Theoretical background

Structure complexity is a construct that includes
functional complexity as one of its sub-types
(Bulté and Housen, 2012, p.25). This construct re-
lies on the mappings between forms and functions
of linguistic forms. It has been operationalised in
various ways such as specific parts of speech or
dependency relations (Settles et al., 2018) or syn-
tactic constituents as in CTAP’s feature selector
module (Chen and Meurers, 2016). The use of
functional complexity features offers two advan-
tages for studies in the field of Second Language
Acquisition. First, based on learner corpora, these
features can be used to design metrics exploited
for modelling purposes in prediction tasks such
as CEFR classification (Vajjala, 2018; Kyle, 2016;
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Pilán et al., 2016; Yannakoudakis et al., 2011).
Secondly, they can be exploited for the design of
specific linguistic feedback which is meaningful
for learners and teachers (Riemenschneider et al.,
2021).

Learners make confusions between forms of the
same communicative function. They tend to hes-
itate between one form or the other when they
want to express a specific function such as obli-
gation, probability, purpose or reference. These
hesitations illustrate one aspect of the competition
model in which learners constantly resolve con-
flicts while choosing forms (MacWhinney et al.,
1984), hence the notion of L2 microsystems.
These microsystems are unstable as learners unex-
pectedly group forms that do not necessarily fall in
the same functional paradigm (Py, 1980). Due to
this instability in the mappings, the microsystems
are transitional in nature (Gentilhomme, 1980).
They include erroneous mappings which later are
removed, leading the learner to better proficiency.

The microsystems can be analysed according to
their paradigmatic relations. The following ex-
amples show the use of the FOR and TO prepo-
sitions in contexts expressing purpose, and more
precisely followed by verbs and nominalised verbs
with ING. In all three cases, the learners present
difficulties to choose the right preposition within
to-clause or prepositional phrase contexts. In (1),
a more acceptable choice might have been FOR.
There seems to be a confusion between the use of
the complement to-clause controlled by write and
the use of a prepositional phrase (PP) introduced
by FOR. In (2) and (3), the learner clearly mis-
used FOR instead of TO. In (2) the learner shows
a confusion between the use of a complement ex-
traposed to-clause and a PP. In (3), the confusion
seems to be between a PP and an adverbial clause
wrongly introduced by FOR (instead of in order to
for instance).

1. Dear Mr or Madam : I am writing to en-
quiring about the possibility of requesting a
loan (Sentence ID: 41038:1 Teaching level:
10 Learner nationality: Spain)

2. But, sincerly, I think that it’s a strategy
for promote his new movie. (Sentence ID:
3762:2 Teaching level: 7 Learner nationality:
Spain)

3. Then, you go to the sport centre for doing
sport. After, you walk the dog and you give

it the food . (Sentence ID: 16950:7 Teaching
level: 6 Learner nationality: Spain)

The underlying assumption in these examples
is that there is an L2 specific microsystem in
which FOR and TO compete paradigmatically to
express purpose, be it in to-clauses or preposi-
tional phrases including ING noun phrases. In
the context of L2 automatic analysis, a challenge
is to quantify the variations within this microsys-
tem and others, which leads us to the following re-
search questions: How can we capture variations
between forms mapped to the same communica-
tive function? Which form variations can be ob-
served within a microsystem across CEFR levels?
Answering these questions with computer models
would provide the ground for the design of an NLP
pipeline.

3 A learner language analytics system

The microsystem approach falls within a broader
objective, i.e. the design of an ICALL system (see
Figure 1) for teachers. The objective is to de-
velop a computer system that automatically gen-
erates linguistic analytics of learner writings. The
students will input their texts which will be pro-
cessed with NLP tools producing different types
of textual measures, some of which microsystem
based. The system will provide visualisations of
the measures for teachers to analyse their students’
writing profiles.

Developing the system requires the validation
of the textual measures in terms of correlations. A
method to identify correlations between linguistic
features and metadata including proficiency, task
types, learning habits will be applied. This paper
discusses the case of the statistical validation of
the FOR, TO microsystem.

4 Method for the validation of the
measures used in the system

4.1 Data
We used the Spanish subset of the EFCAMDAT
corpus (Geertzen et al., 2013). It is made up of
8,187 texts written by EnglishTown students based
in Spain. Table 1 provides the breakdown. The
data was annotated in terms of 16 proficiency lev-
els which can be converted in the six CEFR levels
as described in the corpus manual1.

1Available at https://corpus.mml.cam.ac.uk/faq/EFCamDat-
Introrelease2.pdf (last access 24/11/2022)
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Figure 1: NLP pipeline - from data collection to visualisation

CEFR level Writings Mean of words
A1 2,571 106.75
A2 2,065 91.41
B1 2,004 120.3
B2 1,175 174.1
C1 340 193.8
C2 32 195

Table 1: Number of writings and mean number of
words/text across CEFR levels in the Spanish subset
of the EFCAMDAT learner corpus

4.2 Pre-processing and extraction

The texts were pre-processed with UDPipe (Straka
et al., 2016) using the Stanford english-ewt-ud-
2.5-191206 English model in R. The tool pro-
vides grammatical annotation such as PoS, lemma,
dependency relations and morphological features
linked to the class of words (gender, number,
case...). The CEFR levels were then appended to
the resulting dataset.

The objective of the extraction was then to iden-
tify TO and FOR prepositions related to the func-
tion of ”purpose”. To extract the forms we pro-
ceeded twofold. Firstly, we only focused on ac-
tions (nominalised with ING or not) and retrieved
verbs of any tense or aspect following the two
forms. Secondly, following (Biber et al., 1999,
p.693-751) on the identification of complement
to-clauses, we applied queries that identified the
forms according to a predetermined list of verbs
and adjectives controlling to-clauses. We filtered
by semantic class (Biber et al., 1999, p.700-705)
keeping speech act verbs (e.g. ask, tell, warn),
verbs of desire (e.g. hope, wish, like), verbs of
intention or decision (e.g.decide, choose); verbs
of effort (e.g. try, manage, fail). In the case of

adjective controlling to-clauses, we filtered those
referring to willingness (Biber et al., 1999, p.718).
For the identification of prepositional phrases in-
troduced by FOR and adverbial to-clauses (intro-
duced by in order to, so as to or to, the heuris-
tic identified forms immediately following a noun
(plural or singular).

To measure extraction performance, we ran-
domly sampled 100 occurrences of each form
from dataset resulting from the first step. Each
of these forms was then manually tagged as a
purpose-related form or not. We then applied
the heuristic to automatically identify the purpose-
related forms. We then computed Recall, Preci-
sion and F1 metrics as shown in Table 2.

Forms Precision Recall F1-Score
TO 0.56 0.42 0.48
FOR 0.73 0.66 0.69

Table 2: Precision, Recall and F1-Score for the extrac-
tion of FO and TO related to the purpose function

After the first step, we extracted 497 occur-
rences of FOR and 13,772 occurrences of TO.
Applying the aforementioned heuristic resulted in
a dataset of 9,820 occurrences of FOR (N=300)
and TO (N=9,520). The distribution of the forms
across levels is presented in Table 3.

4.3 Testing the significance of relative
frequencies of microsystems as potential
features of proficiency

To test the validity of the microsystem as a con-
struct varying with proficiency, we analysed the
relative frequencies of occurrence of the two forms
(per 1,000 words) across the CEFR levels. We
computed a one-way ANOVA to verify whether
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CEFR TO FOR
A1 581 14
A2 1,328 43
B1 2,934 116
B2 2,441 91
C1 849 28
C2 69 0

Table 3: Distribution of FOR TO prepositions across
CEFR levels

the differences between groups were significant.

4.4 Testing the significance of probabilities of
microsystems as potential features of
proficiency

We also wanted to measure the impact of mi-
crosystem internal probabilities on proficiency. To
this end, we built a binomial logistic regression to
model the microsystem forms. As we had an im-
balanced number of forms, we first randomly ex-
tracted an even number of each preposition (N =
300 * 2). This was intended to prevent the classi-
fier from assigning too much weight to the domi-
nant class. We then split the dataset into a training
(75%) and a test set (25%). The model was built
with the multinom() function in the nnet R library
(Venables and Ripley, 2002). We also computed
a one-way ANOVA to verify whether the differ-
ences in the means of the probabilities between
CEFR groups were significant.

5 Results

5.1 Relative frequencies as features

To test the significance of relative frequencies of
the microsystem forms, we analysed their varia-
tions. We computed the means of frequencies in
the texts across the six levels. Figure 2 shows the
results. As frequencies of FOR were very low we
plotted a barchart of the means. There seems to
be a distinction in the use of TO at the A1 and
C1 levels compared with the other levels. The use
of TO seems to gradually decrease as proficiency
increases. Regarding the FOR preposition, it ap-
pears to be favoured at the B1 level compared with
the other five levels.

The one-way ANOVA for the TO prepositions
reveals that the differences between the means of
the CEFR groups are significant (F-value = 9.7, p
< 0.001, Adjusted R² = 0.01) with an extremely

low effect size. The ANOVA for the FOR preposi-
tions shows that differences in means are not sig-
nificant across the CEFR groups (F-value = 1.09,
p > 0.05, Adjusted R² = 0).

5.2 Probabilities as potential features

To obtain relative probabilities of one component
over the one one, we built a binomial model with
the two microsystem prepositions as dependent
variables, and parent and adjacent POS as inde-
pendent variables. We first tested its classification
power. The predicted probabilities of the TO vs
FOR preposition (reference level) were extracted
and matched to the true CEFR level of each ob-
servation of the test set. The model performance
indicators show a 0.97 accuracy (95% CI (0.93-
0.99) and p-value < .001). Precision and recall
were 0.97 and 0.97 respectively.

We then analysed the distribution of the proba-
bilities of TO vs FOR across the true CEFR levels
in the fitted model over the training set. Figure 3
shows the variations of the data points including
their variance and medians. If the variations over-
lap, medians appear to be quite distinct between
levels. For instance, TO seems to be more likely
to occur than FOR in the A1, A2 and C1 levels.
The distribution of the FOR preposition is indi-
rectly plotted as 1-P(TO), where P(TO) stands for
probability of TO, i.e. a less-that-50% probabil-
ity of TO implies a more-than-50% probability of
FOR.

The one-way ANOVA showed that the dif-
ferences between the means in the probabilities
across the six CEFR groups are not significant (F-
value = 1.49, p > 0.05, Adjusted R² = 0). A closer
analysis shows that probabilities of the B1 level
show p = 0.05.

6 Discussion and future work

In this paper, we have presented a new func-
tional complexity metric which attempts to oper-
ationalises the paradigmatic competition between
the TO and FOR prepositions used in the same
communicative function which is ”expressing pur-
pose”. The objective is to evaluate the metric as
a proficiency criterial feature. This metric could
be introduced in an ICALL system dedicated to
generating analytics reporting measures of com-
municative functions for language teachers.

The experiment included the extraction of FOR
and TO used with a meaning of purpose. The re-
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Figure 2: Distribution of relative frequencies of TO (left) and distributions in means of relative frequencies of FOR
across CEFR levels in the EFCAMDAT Spanish subset

Figure 3: Fitted probabilities of the TO vs FOR prepo-
sitions across CEFR levels in the training set of the EF-
CAMDAT Spanish subset

sults are mixed. The extraction of FOR appeared
to give good results while the extraction of TO
proved to be a challenging task. In order to capture
all possible learner uses (correct and incorrect),
the heuristic is based on a list of words appearing
in adverbial or complement to-clauses or in prepo-
sitional phrases introduced by FOR. The list needs
further refinement regarding words introducing to-
clauses. For instance, post-verification of the an-
notated sample showed a number of inconsisten-
cies such as the presence of ”have to” as a purpose
expression.

The experiment’s main objective was the statis-
tical validation of the metric in terms of mean dif-
ference between the CEFR levels. The assumption
was that if there were significant differences, the
metric variations could be used as features of the
system. We obtained mixed results. The model

provides good classification power. The distribu-
tions of both the relative frequencies and the bino-
mial logistic regression probabilities show varia-
tions across CEFR group. However, only the TO
relative frequencies are significant, albeit with an
extremely low effect.

These findings suggest that there are issues to
solve before the metric could be used as a predic-
tor in new texts. More testing needs to be done
in order to validate the approach. Ultimately, the
new measure should be tested as a feature in a pro-
ficiency predictor model. Finer-grained microsys-
tem patterns could also be identified thanks to the
work on the English Grammar Profile (O’Keeffe
and Mark, 2017).

More microsystems are being designed. Fol-
lowing Gaillat et al. (2021), modals, articles, de-
ictics are some of the forms that will be tested.
The next stage is to create a program generating
microsystem measures as part of a pipeline (see
Figure 1). This pipeline will output its results in a
MOODLE module (Dougiamas and Taylor, 2003)
in the form of indicators linked to linguistic com-
municative purposes. Teachers will be able to in-
terpret and diagnose their learners’ linguistic pro-
files.

References

Douglas Biber, Stig Johanson, Geoffrey Leech, Su-
san Conrad, and Edward Finegan. 1999. Longman
Grammar of Spoken and Written English. Longman,
Harlow.

Proceedings of the 11th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2022)

59
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Abstract

Integrating adaptivity into Task-Based Lan-
guage Teaching requires exercises that trans-
mit a specific content but whose complexity is
adjusted to the learner’s level. Thus, exercises
of varying complexity based on the same text
are needed. Revising generated exercise vari-
ants is time consuming and redundant where
the same underlying linguistic annotations can
be used for exercise generation. We present a
fully implemented approach to generate gen-
eralized exercise specifications as an interim
step before turning them into concrete exer-
cises, as well as an interface for efficient re-
viewing of the specifications.

1 Introduction

For Computer-Assisted Language Learning
(CALL), Task-Based Language Teaching (TBLT)
can serve as a well-motivated, current pedagog-
ical framework (Lai and Li, 2011). Putting a
premium on the functional use of language with
a focus on meaning, the TBLT perspective can
offer a less monotonous learning experience
than traditional grammar-focused instruction
with decontextualized exercises (Doughty and
Long, 2003). However, creating complex learning
cycles with functional final tasks preceded by
step-wise pre-task activities supporting practice
of the task-essential language aspects requires
considerable human effort. Form-based exercises,
on the other hand, can be generated automatically
in rule-based approaches or from authentic texts
(Perez-Beltrachini et al., 2012).

Pursuing a kind of hybrid approach, Li
et al. (2016) found that Task-Supported Language
Teaching (TSLT), where working on a task fol-
lows explicit instruction, yielded better learning
outcomes for grammar topics targeted in a cy-
cle. Following a Presentation-Practice-Production
(PPP) Model as backbone (Ur, 2018), TSLT ex-
plicitly teaches new concepts in the Presenta-

tion phase, uses traditional form-focused exercises
in the Practice phase and more meaning-focused
practice in the final task of the Production phase.
In order to best support scaffolded learning prepar-
ing students for the Production task, the exercises
in the Practice phase should preferably cover vo-
cabulary and grammar topics relevant to that task.

The limited time available to teachers is not
only an issue for the compilation of teaching ma-
terials, but also for taking into account the individ-
ual needs for additional support or practice (Aftab,
2015). Intelligent CALL systems can overcome
this lack of differentiation through micro- and
macro-adaptivity (Rus et al., 2015). Micro-
adaptivity supports learners through scaffolded
feedback when necessary. Macro-adaptivity adap-
tively selects and sequences exercises in the stu-
dent’s Zone of Proximal Development. The exer-
cises thus provide practice opportunities for lin-
guistic constructs where a learner struggles but
can successfully complete the activity (when scaf-
folded). In TSLT, approaches to macro-adaptivity
are especially valuable in the Practice phase in or-
der to achieve effective and efficient procedural-
ization of language knowledge.

Macro-adaptivity usually relies on large pools
of exercises in order to cover the vast space of
possible ability levels a student can have across
a range of linguistic constructs (Katinskaia et al.,
2018). Since manual compilation of the required
number of exercises is not feasible, automatic gen-
eration of exercises for the Practice phase become
not only possible but necessary. While automati-
cally generating exercises from authentic texts has
been explored in various systems, they lack a sys-
tematic approach to generating large sets of ex-
ercises of varying complexity from source texts.
In addition, proceduralization of linguistic knowl-
edge requires exposure in a variety of contexts
such as different syntactic structures, questions, or
negation. Adaptive sequencing must therefore rely

This work is licensed under a Creative Commons Attribution 4.0 International Licence.
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on analyzing linguistic structures and differences
in complexity of the source texts in order to pro-
vide the required variability and serve the needs of
all students (Pandarova et al., 2019). This, how-
ever, does not allow instructors to also practice
specific vocabulary or content at the same time.

Focusing on beginning to intermediate learners
of English, the approach suggested by Heck and
Meurers (2022a) fills this gap by systematically
parameterizing exercises so that a single specifi-
cation based on one sentence can be used to gen-
erate a range of exercises at varying levels of com-
plexity. The approach, however, requires manu-
ally written specifications. While being more effi-
cient than creating each exercise individually, the
specifications still need to be composed manually,
with the additional drawback of lacking intrinsi-
cally motivating authenticity (Peacock, 1997). We
overcome this limitation by automatically gener-
ating the exercise specifications from authentic
texts. Since this process might introduce errors,
the generated specifications need to be reviewed
and possibly revised. When conducting revisions
at this stage of the exercise generation process,
one only needs to check a single abstract speci-
fication instead of dozens of spelled out exercises.
However, since each specification contains exer-
cise elements relevant to a range of different exer-
cise types, there is no readily-available authoring
interface. We therefore introduce a prototype for a
web-based interface serving this purpose.

In this paper, section 2 first reviews exist-
ing approaches to exercise generation in terms
of their potential support for macro-adaptive sys-
tems. Section 3 describes the implementation of
our approach with a focus on the user’s interaction
with the system throughout the exercise generation
workflow. Section 4 evaluates the implementation
before section 5 summarizes and concludes with
an outlook.

2 Related Work

Addressing the shortcomings of prefabricated lan-
guage material generally used in text-books, Au-
thentic Intelligent CALL focuses on using authen-
tic texts in language learning (Meurers, 2020). In
particular, automatically generating grammar ex-
ercises from authentic texts has received consider-
able attention in the past as a means to meet the
demand for practice material in Intelligent Lan-
guage Tutoring Systems (ILTS) (Malafeev, 2015).

Closed activity types such as Multiple Choice
(MC) are especially popular due to their abil-
ity to automatically score the exercises based on
the very restricted space of possible learner an-
swers (Tafazoli et al., 2019), yet supported exer-
cise formats vary from one system to the other.
A number of tools integrate a variety of differ-
ent formats: MIRTO automatically generates Fill-
in-the-Blanks (FiB) as well as Mark-the-Words
(MtW) exercises (Antoniadis et al., 2004); Arik-
Iturri can generate MC, Error Detection, FiB and
Word Formation exercises (Aldabe et al., 2006);
an extension of the language aware search Engine
FLAIR1 (Heck and Meurers, 2022b) covers a wide
range including FiB, MC, MtW, Memory, Jumbled
Sentences and Drag and Drop exercises; Saku-
mon (Hoshino and Nakagawa, 2008) and Cloze-
Fox (Jozef and Sevinc, 2010) support cloze ex-
ercises in FiB as well as MC format; WERTi
(Meurers et al., 2010) and its multilingual exten-
sion View (Reynolds et al., 2014) in addition fea-
ture MtW exercises, the Language Exercise App
Sentence Shuffling activities (Pérez and Cuadros,
2017), and Ferreira and Pereira Jr. (2018)’s Verb
Tenses System True/False and Tense transposition
exercises. While these systems can generate mul-
tiple exercises for a linguistic structure from the
same source document, the actual number of ex-
ercises is usually quite limited. By varying exer-
cise parameters such as the number of distractors,
hints in parentheses, or the span of the target con-
struction, variability can be increased. Notable ex-
amples making use of such parameterizations con-
stitute MIRTO which provides parameters for the
choice of target constructions, parentheses of FiB
exercises and support elements such as reference
pages (Antoniadis et al., 2004); the assistant sys-
tem Sakumon which requires users to manually
select target items and distractors from automat-
ically generated suggestions (Hoshino and Naka-
gawa, 2008); the Language Exercise App where
target constructions, distractors and parentheses
of FiB exercises are parameterizable (Pérez and
Cuadros, 2017); and FLAIR’s exercise generation
functionality which, in addition to providing pa-
rameters for target constructions, distractors and
parentheses, allows users to influence the speci-
ficity of the exercise instructions (Heck and Meur-
ers, 2022b). However, these systems require users

1http://sifnos.sfs.uni-tuebingen.de/FL
AIR/
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to specify each configuration individually so that
generating large numbers of parameterized exer-
cises involves considerable configuration effort as
well as manual labour to review the generated ex-
ercises for correctness.

Many exercise generation tools provide support
to post-edit the generated exercises, either within
the tool (e.g., Toole and Heift, 2001; Hoshino and
Nakagawa, 2008) or by providing an interface to
general-purpose authoring interfaces such as Hot
Potatoes2 or the LMS Moodle3 (e.g., Bick, 2000;
Aldabe et al., 2006; Pérez and Cuadros, 2017).
These interfaces are, however, designed to edit a
single exercise at a time. Modifications of ele-
ments which affect all exercises generated from
the same document thus have to be performed on
each exercise individually.

There is a clear gap to generate large num-
bers of exercises from a document with differ-
ent parameterizations as well as to allow for ef-
ficient editing of the generated exercises. We
build on Heck and Meurers (2022a)’s approach
to high-variability exercise generation by defining
abstract exercise specifications as an intermediate
step towards exercise generation. Our suggested
approach generates specifications for conditionals
and relative clauses automatically from authentic
texts and provides an authoring interface for the
specifications which allows to modify properties
of all exercises generated from the same specifica-
tion in a single step.

3 Implementation

As illustrated by the system architecture design
in Figure 1, the implementation consists of three
steps in-between which users are presented the in-
terim results and can modify them if they wish to
do so. This allows for maximally efficient user in-
teractions as they can be performed on the most
condensed representation layer containing the in-
formation to edit. The back-end code is imple-
mented in a microservice architecture which sup-
ports flexible use of programming languages, thus
facilitating the use of best-performing libraries
across multiple programming languages.

The front-end implementation is still in its pro-
totype state. It uses HTML, CSS and JavaScript,
relying on Ajax for communication with the
server.

2https://hotpot.uvic.ca
3https://moodle.org

Figure 1: System architecture

The information flow between the user and the front-end, and
between the front-end and the back-end is represented by ar-
rows. Dashed arrows indicate optional information flow.

3.1 Seed sentence selection

Figure 2: Seed sentence definition UI

Seed sentences, also referred to as carrier sen-
tences or candidate sentences in the literature, are
natural language sentences from which exercises
are generated (Pilán et al., 2017). In our im-
plementation, the selection of suitable sentences
starts in the web interface shown in Figure 2. It
supports three input sources: (1) the web, (2) the
BookCorpus4, and (3) custom texts. If users want

4The corpus based on an implementation by Kobayashi
(2018) is available at https://the-eye.eu/public
/AI/pile_preliminary_components/books1.t
ar.gz
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to search the BookCorpus for candidate sentences,
they need to specify the desired number of sen-
tences. Since the space of possible parameter com-
binations grows exponentially with the number of
parameters, the number of seed sentences to select
can only be specified globally and not for specific
parameter constellations. Crawling the Web in ad-
dition allows to search for sentences which appear
in a defined semantic context so that users also
need to specify a search term. Custom texts must
be inserted into the provided input field. They can
consist of manually compiled texts or any other
texts copied from arbitrary sources.

An additional parameter determines whether
some co-text is extracted along with the seed sen-
tences or only the seed sentences themselves. If
the co-text option is activated, the text in the same
paragraph, delimited by line breaks, will be ex-
tracted as well. For contextualized exercises, the
number of sentences cannot be specified. Instead,
the exercise will contain all occurrences of the tar-
geted linguistic structure in the paragraph as exer-
cise items.

A final set of configuration parameters allows
users to restrict the selection of seed sentences
which will later be turned into exercise items.
Available parameters depend on the targeted lin-
guistic structures. For conditionals, they include
the conditional type, the clause order, polarity,
aspect, and sentence form. For relative clauses,
the parameters consist of the relative pronoun,
whether the pronoun is compulsory or can be left
out, extraposition, and preposition stranding.

The seed sentence selection algorithm differs
from one input source to another. For web texts, a
google search is performed for the search term and
the content of the search results is processed until
the desired number of seed sentences has been ex-
tracted. For corpus texts, the documents of the cor-
pus are searched instead, again until the required
number of sentences has been identified. Custom
texts are processed in their entirety.

For Natural Language Processing (NLP), the
Java library Stanford CoreNLP5, as well as the
Python libraries NLTK6, SpaCy7 and Stanza8

were considered. Table 1 summarizes the re-
sults of the evaluation of their reliability with re-
spect to the annotations for seed sentence selection

5https://stanfordnlp.github.io/CoreNLP
6https://www.nltk.org
7https://spacy.io
8https://stanfordnlp.github.io/stanza

of conditionals and relative clauses. SpaCy and
Stanza yielded similarly good results, with SpaCy
performing considerably faster. Subsequent NLP
analyses were therefore implemented based on
SpaCy.

Precision Recall
RC C RC C

NLTK .89 .7 .7417 .9610
Stanza .98 .81 .8976 .9927
SpaCy .94 .86 .9039 .9902
Stanford CoreNLP .96 .76 .7606 .9683
Sample size 100 100 635 410

Table 1: Evaluation of NLP libraries

Precision was computed for a random sample of 100 sen-
tences from the BookCorpus. Recall values were determined
for a collection of manually compiled example sentences. All
metrics were determined for relative clauses (RC) and condi-
tionals (Cond).

The algorithm processes the texts of all input
sources in the same manner: A naive construction
identification rule based on dependency parses de-
termines whether a sentence could be a potential
candidate. For conditionals, it searches for ad-
verb clauses with some additional conditions such
as the existence of a token with value if and the
absence of a verb token contained in a manually
compiled list of reported speech markers9. For rel-
ative clauses, the algorithm searches for relative
clauses with a Wh-pronoun.

However, this rough filtering results in a consid-
erable amount of noise in the sentence candidates.
Pilán et al. (2017) identify a number of criteria for
good seed sentences, including well-formedness,
context independence, linguistic complexity and
additional structural and lexical criteria. While
we address most of the structural criteria, such
as negated or interrogative contexts, with the pa-
rameters exposed to users, we deliberately do not
restrict seed sentence selection based on lexical
criteria, which are often user-dependent and bet-
ter targeted by a macro-adaptive algorithm in the
target ILTS (Gooding and Tragut, 2022). Com-
pliance with context independence will be more
likely when the co-text option is activated and can
be addressed manually in the subsequent workflow
step. In order to account for well-formedness and

9Available lists (e.g. Tham and Nhi, 2021; Yilmaz and
Özdem Erturk, 2017) contain predominantly affirmative
markers. Since only question markers are relevant to con-
fusions with conditional clauses, we compiled a list based on
sampled evidence from the BookCorpus.
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linguistic complexity, we apply further processing
after the naive sentence selection: The algorithm
extracts all the information relevant to exercise
generation. This includes the exercise targets and
their properties as well as properties of the sen-
tences relevant to the configured parameters. The
algorithm rejects the sentence as soon as one piece
of information cannot be extracted or if it does not
comply with the configured parameters. This not
only ensures the highest possible success rate for
exercise generation in the succeeding step, but also
filters out most sentences which passed the naive
filter but do not actually contain the targeted lin-
guistic structure. In addition, we hypothesize that
the NLP tools’ inability to correctly process a sen-
tence would reflect a beginning student’s inability
to do so, thus also eliminating sentences too com-
plex for our target group.

The successfully parsed sentences are stored in
a result list. If so specified by the user, the co-
text of the paragraph is also stored in that list as
individual elements. For seed sentences targeting
conditionals, additional filtering is applied when
the user has restricted the selection of the condi-
tional type and selected both types. Since such
a configuration is usually used for exercises tar-
geting the distinction between conditional types,
the seed sentence selection ensures that both con-
ditional types occur in roughly equal numbers in
the result list. If the result list already contains
enough seed sentences for one conditional type,
any subsequently found occurrences of that type
will therefore be treated like sentences with no
conditional construction. Similarly, a subtopic for
relative clauses targets contact clauses for which
students need to learn when the pronoun can be
left out. It is therefore important to have seed
sentences both with optional and with compulsory
relative pronoun. If a user activates the selection
restriction for pronoun necessity and selects both
values, the algorithm therefore makes sure that
sentences with compulsory and optional pronoun
occur with similar frequency in the results.

Each element in the result list is tagged with its
type of either co-text or exercise item. The list is
used on the client to populate the user interface de-
signed to configure exercise specification parame-
ters.

Figure 3: Specification definition UI

3.2 Exercise specification generation

The user interface to specify parameters of ex-
ercise specifications, shown in Figure 3, initially
contains the exercise and co-text items extracted
by the seed sentence selector. They can be edited,
deleted, or their type changed from co-text to ex-
ercise item or vice versa. Additional items can
be added manually. The order of all items can be
changed through drag and drop mechanisms.

If no co-text items are specified, users can set
additional parameters which will lead to the cre-
ation of linguistic transformations of the seed sen-
tences. Transformations include for conditional
sentences the aspect, conditional type, polarity,
sentence form, and clause order. For relative
clauses, preposition stranding, extraposition, and
clause inversion are supported. The latter param-
eter transforms the original relative clause into a
main clause and the original main clause into a
relative clause, if possible. Whether a transforma-
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tion results in a separate exercise specification or
merely in an alternative sentence of the same spec-
ification depends on whether the target tokens, i.e.,
the pronoun of a relative clause or the verbs of
conditional sentences, are affected by the transfor-
mation. For example, negating the main clause of
the conditional sentence given in (1a) changes the
verb from (will go) to will not go in (1b), thus re-
quiring a new specification. Reversing the clause
order in (1a) to that in (1c) does not affect the
verb forms, therefore resulting in alternative sen-
tences of the same specification. All transforma-
tions which result in a separate specification also
offer the option to apply either of two realizations.
In this case, the algorithm randomly applies one of
the realizations of the transformation to each item
while at the same time making sure that each real-
ization is applied approximately the same number
of times. This allows to generate exercises which
practice a variety of linguistic phenomena.

(1) a. If he gets better, he will go to school.

b. If he gets better, he will not go to
school.

c. He will go to school if he gets better.

Based on these configurations, the algorithm
processes the texts declared as exercise items
while keeping the co-text elements unchanged.
Since it has been established in the previous step
that the processed sentences must contain an oc-
currence of the targeted language means, the al-
gorithm this time does not reject sentences which
cannot be fully processed. Instead, it uses default
values whenever a feature cannot be extracted. By
shifting the focus from precision for seed sentence
selection to recall for exercise specification gener-
ation, the same code can be used for both steps.

The extracted features are used to generate
abstract exercise specifications which support a
range of exercise types: Fill-in-the-Blanks, Sin-
gle Choice, Memory, Jumbled Sentences, Short
Answers, Mark-the-Words, and Categorization.
These specifications are in addition enriched with
exercise elements such as distractors for Single
Choice exercises or parentheses for Fill-in-the-
Blanks exercises. The distractor generation relies
on Natural Language Generation (NLG). Since
openly available Python libraries did not yield the
desired output, the Java-based SimpleNlg10 library

10http://github.com/simplenlg/simplenlg

is used to this purpose. The integration of this code
is facilitated by the microservice architecture.

The generated exercise specifications are sent to
the client where they are used to populate the ex-
ercise specification authoring interface.

3.3 Exercise generation

In order to finalize the specifications used for ex-
ercise generation, users can review them in the
web interface shown in Figure 4. The grouping
of multiple transformations into a single specifi-
cation allows to reduce revision effort to a mini-
mum. The transformations can be edited individu-
ally, deleted or added to. Each transformation can
be marked as exercise seed from which to actually
generate an exercise. If this option is not activated,
the transformation merely serves as accepted cor-
rect answer alternative (provided the exercise con-
text such as given prompts licenses the sentence).
In order to make sure that all resulting exercises
have an associated transformation for all items,
the sentences are linked per parameter constella-
tion across items. Deletion of one transformation
therefore also deletes the corresponding sentence
of all other items of the specification. Although
some transformations of the same seed sentence
require individual specifications, all specifications
associated with the same seed sentences are linked
by a common identifier. This enables adaptive sys-
tems using the generated exercises to avoid select-
ing similar activities in succession for the same
learner. In addition to reviewing the generated
exercise parameters such as target constructions,
chunking, distractors, and hints in parentheses, the
interface allows users to specify what exercises
should be generated. As can be seen in Figure 5,
this entails not only the exercise type, but also
more specific parameters such as the number of
distractors, whether to keep relative pronouns as
individual chunks or combine them with adjoin-
ing ones, whether to insert exercise targets in both
clauses or only one, or in which order to display
the clauses from which to form relative sentences
in the prompt. In addition, exercises can be gener-
ated for all linked items of a specification which
are associated with the same transformation, as
well as for a random choice of transformation of
each item.

Based on these specifications, subsequent exer-
cise generation is straightforward. All necessary
information is already contained in the specifica-
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Figure 4: Specification authoring UI

Figure 5: Exercise type definition UI

tions apart from instructions. These are stored
in the code for each exercise type and linguis-
tic structure. Apart from this, exercise generation
consists in converting the specifications into the
desired output format. Supported formats include
the standardized H5P file format and a proprietary

xml format for the in-house developed ILTS. The
generated files are returned to the client where they
can be downloaded by the user.

4 Evaluation

We evaluated precision and recall on candidate
sentence selection for corpus texts and for man-
ually compiled texts as well as the usability of the
generated exercise specifications.

4.1 Methodology

We searched the BookCorpus for 100 occurrences
of conditional sentences and relative sentences
each with the naive sentence selection algorithm.
The selection was not further restricted. We an-
notated them as true positives or false positives
and computed precision values. We then deter-
mined which of these sentences were rejected by
the sophisticated sentence selection algorithm and
computed recall and precision values for this al-
gorithm based on the data set obtained from the
naive sentence selection. For a collection of 100
manually composed sentences for each of the two
linguistic structures, we only applied the naive se-
lection since for this input type, the sophisticated
algorithm is bypassed. We computed recall values
for the algorithm’s acceptance of the input as seed
sentences.
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RC C Corpus
Recall (N) .91 1.0 M
Precision (N) .93 .89 BC
Recall (S) .3656 .7528 BC
Precision (S) .8947 .9306 BC

Table 2: Evaluation of the seed sentence selection

Recall and precision were calculated for the naive (N) and for
the sophisticated (S) algorithm. Precision (S) corresponds to
overall precision. Recall of the naive algorithm was calcu-
lated on manually compiled texts (M), the remaining metrics
on the BookCorpus (BC). For each metric, samples of 100
sentences were considered.

4.2 Results and Discussion

The results are summarized in Table 2: For
seed sentence selection from the corpus, relative
clauses obtain a precision of .93 on the naive se-
lection. The precision of the sophisticated selec-
tion, which is also the precision of the overall seed
sentence selection, is slightly lower at .8947. The
decrease in precision is due to the high rejection
rate, also resulting in a low recall of .3656, so that
the percentage of accepted incorrect findings in-
creases relative to the overall number of accepted
sentences. While this might suggest that the ad-
ditional filtering should be removed, the filtering
also serves as a pre-selection with regard to the en-
suing exercise generation from the specifications,
thus rejecting sentences early on which cannot be
processed successfully.

Results for conditionals are more in line with
the expected behaviour. Precision on the corpus
is already high (.89) for the naive sentence selec-
tion and increases further to .9306 with the so-
phisticated sentence selection. Recall of the so-
phisticated selection is also considerably higher
than for relative clauses (.7528). Of the 89 sen-
tences accepted as conditional sentences, 44 are
actually not stereotypical conditional sentences
taught in introductory language classes. They de-
viate in tense (e.g., Example 2a) or sentence struc-
tures such as using elliptical if-clauses (e.g., Ex-
ample 2b). This highlights the relevance of pa-
rameters to restrict the selection of seed sentences
which allows users to only select sentences with
textbook properties.

(2) a. If I can’t spoil my only daughter on her
birthday, I’m not much of a father, now
am I?

b. What if someone sees us?

Although the poor recall values indicate that
a considerable amount of potential exercise sen-
tences is lost in the process, this constitutes an ac-
cepted shortcoming when parsing large corpora.
Considering the trade-off between fast perfor-
mance and finding sentences lending themselves
well to exercise generation, we put a focus on the
latter criterion.

On the manually compiled sentences, the naive
algorithm achieves recall values of 1.0 and .92
for conditionals and relative clauses respectively.
Since each sentence of the data set contains a rel-
evant construction, all conditional sentences are
recognized by the algorithm while some relative
clauses are rejected. These constitute either ex-
traposed relative clauses such as example (3a) or
sentences with the pronoun whom as in (3b). The
issues can be traced back to incorrect parsing out-
puts obtained from the employed NLP tools.

(3) a. The kids screamed who are not from
our school.

b. My parents called my teacher whom I
saw today.

The number of exercises that can be generated
from each seed sentence depends on three fac-
tors: (1) the user selections for sentence transfor-
mations in the specification definition UI and for
exercise types in the specification authoring UI,
(2) the algorithm’s success in generating sentence
transformations, and (3) the grammar subtopic.

e = types ∗
item−
params∏

i=1

optionsi∗
alternatives−

params∏

i=1

optionsi

(4)
The maximum number of exercises breaks

down according to the formula given in Equa-
tion 4: The number of generated exercise specifi-
cation items constitutes the product of the options
per activated transformation parameter of those
parameters resulting in separate items. If all sen-
tence alternatives are turned into exercises, the
number of alternatives per exercise specification
item is also considered. It constitutes the product
of the options per activated transformation param-
eter of those parameters resulting in sentence al-
ternatives. If instead only one randomly selected
alternative is used per specification item, this num-
ber does not figure in the equation. The overall
number of exercises constitutes the product of the
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number of exercise types with the number of ex-
ercise specification items and, if applicable, the
number of sentence alternatives per item.

Csent Cdiff RCpron RCcont

types 34 21 16 3
items 81 81 3 3
nrand 2754 1701 48 9
alternatives 2 2 4 4
nall 5508 3402 192 36

Table 3: Maximum exercise counts

For random alternative selection (nrand), the maximum num-
ber of generated exercises depends on the available exercise
types and the number of specification items. If each alterna-
tive is turned into an exercise (nall), the number of alterna-
tives per exercise specification item is considered in addition.
Available exercise types differ between the subtopic differen-
tiating conditional types (Cdiff), the remaining subtopics on
conditionals (Csent), contact clauses (RCcont), and the remain-
ing subtopics (RCpron) on relative clauses.

Table 3 illustrates that applying this formula
to the subtopics conditional sentences, differentia-
tion of conditional types, relative clauses with rel-
ative pronouns, and contact clauses results in up
to more than 5500 exercises for a single seed sen-
tence.

5 Conclusion

We presented a fully implemented approach to
step-by-step generation of form-based grammar
exercises from authentic texts. We showed that
our approach applying the annotation algorithm in
the seed sentence selection step successfully elim-
inates false positives of more complex linguistic
constructions such as conditionals, and it reduces
issues for all language means in subsequent pro-
cessing steps. We also found evidence in our eval-
uation that allowing users to specify selection re-
strictions can be crucial for the usability of the tool
in classroom instruction to support the identifica-
tion of pedagogically suitable sentences.

Future work will improve the user interface both
in design and maintainability. The envisioned Re-
act11 implementation will make use of state-of-
the-art web technologies. We also plan to ex-
tend the implementation to additional language
means. The generated exercises will be tested in
the AI2Teach12 project extending the FeedBook
ILTS (Rudzewitz et al., 2017) successfully used in

11https://reactjs.org
12https://fit.uni-tuebingen.de/Project/

Details?id=7942

field studies in regular high schools in Germany
(Meurers et al., 2019). This will yield further in-
sights as to whether the authentic texts are suitably
complex and of appropriate content for the target
group.
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Huertas Abril. 2019. Intelligent language tutoring
system: Integrating intelligent computer-assisted
language learning into language education. Interna-
tional Journal of Information and Communication
Technology Education, 15:60–74.

Duong My Tham and Tran Phuong Nhi. 2021. A
Corpus-Based Study on Reporting Verbs Used in
Tesol Research Articles by Native and Non-Native
Writers. VNU Journal of Foreign Studies, 37(3).

Janine Toole and Trude Heift. 2001. Generating Learn-
ing Content for an Intelligent Language Tutoring
System. In Proceedings of NLP-CALL Workshop at
the 10th Int. Conf. on Artificial Intelligence in Edu-
cation (AI-ED). San Antonio, Texas, pages 1–8.

Penny Ur. 2018. PPP: Presentation–Practice–
Production. The TESOL Encyclopedia of English
Language Teaching, pages 1–6.

Proceedings of the 11th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2022)

70



Maide Yilmaz and Zeynep Özdem Erturk. 2017. A
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Abstract

While many methods for automatically scor-
ing student writings have been proposed, few
studies have inquired whether such scores con-
stitute effective feedback improving learners’
writing quality. In this paper, we use an EFL
email dataset annotated according to five an-
alytic assessment criteria to train a classifier
for each criterion, reaching human-machine
agreement values (kappa) between .35 and .87.
We then perform an intervention study with
112 lower secondary students in which partic-
ipants in the feedback condition received step-
wise automatic feedback for each criterion
while students in the control group received
only a description of the respective scoring cri-
terion. We manually and automatically score
the resulting revisions to measure the effect of
automated feedback and find that students in
the feedback condition improved more than in
the control group for 2 out of 5 criteria. Our
results are encouraging as they show that even
imperfect automated feedback can be success-
fully used in the classroom.

1 Introduction

Writing e-mails in English is an important skill
in many academic and professional contexts and,
thus, part of many secondary school curricula in
English as a foreign language (EFL). However,
scoring writing exercises manually and providing
feedback is a time-consuming task for educators.
Therefore, we present a study on how to automati-
cally provide feedback based on automated scores.
The study took place in the context of EFL edu-
cation at secondary level in Switzerland and Ger-
many. In contrast to other studies that focus only
on the technical evaluation of a machine learn-
ing approach, we go one step further and directly
measure the effects of using automatic scoring to
provide feedback in the classroom. We conducted
this experiment as a controlled randomized exper-
imental study.

To this end, we first describe the dataset this
study is based on. The eRubrix corpus (Keller
et al., 2023) contains a total of 1,104 semi-
formal e-mails written in response to three differ-
ent prompts (see below for details).In these e-mail
texts, five individual trait scores are annotated, as-
sessing whether individual parts of an e-mail are
addressed in an appropriate fashion. Table 1 shows
an example from the dataset: the original draft as
well as the five revisions produced by a participant
in the feedback group.

We then describe an NLP pipeline used to au-
tomatically score this dataset analytically accord-
ing to these five criteria. Besides the prompt-
specific scoring used in our intervention study,
we also provide additional experiments evaluat-
ing cross-prompt scoring performance in order to
show the transferability of the approach to new
writing prompts of a similar kind. In the subse-
quent experimental study, we show the usefulness
of feedback generated from the automatic score,
comparing the performance improvement of an
intervention group (receiving informative tutorial
feedback) with that of a control group (receiv-
ing scoring criteria only). In this study, we show
that students in the feedback group improved more
than students in the control group for two out of
five criteria.

2 Related Work

In this section, we first contextualize our scoring
task within the automatic scoring landscape and
then introduce the psychological background of
our intervention study.

Automatic Scoring The task tackled in this pa-
per is an instance of essay scoring in which we as-
sess texts both according to their linguistic quality
and their content (Beigman Klebanov and Mad-
nani, 2020). The setup in which different aspects
of an essay are scored is similar to what is of-
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E-mail Text Criterion Score

English questions Content Completeness Pass

Hello,
Is a three- week course possible? I think two weeks courses for all levels, qual-
ified from experienced teachers. And how much is the price?
Who organized the activities and what of activities are organized?
See you Kim Weber

English learning Greeting & Closing Fail

Hello,
Is a three- week course possible? I think two weeks courses for all levels, qual-
ified from experienced teachers. Could you tell me how much is the price?
And who organized the activities and what of activities are organized?
See you Kim Weber

English learning Subject Line Pass

Dear Mrs Black,
Is a three- week course possible? I think two weeks courses for all levels, qual-
ified from experienced teachers. Could you tell me how much is the price?
And who organized the activities and what of activities are organized?
Best wishes Kim Weber

Questions at the Central School Interpersonal Dimension Fail

Dear Mrs Black,
Is a three- week course possible? I think two weeks courses for all levels, qual-
ified from experienced teachers. Could you tell me how much is the price?
And who organized the activities and what of activities are organized?
Best wishes Kim Weber

Questions at the Central School Register & Style Fail

Dear Mrs Black,
I’m writing to tell you my questions and I would like to ask you about the
Central School.
Is a three- week course possible? I think two weeks courses for all levels, qual-
ified from experienced teachers. Could you tell me how much is the price?
And who organized the activities and what of activities are organized?
Thank you for answering my questions.
Best wishes Kim Weber

Questions at the Central School Final Revision -

Dear Mrs Black,
I’m writing to tell you my questions and I would like to ask you about the
Central School.
Is a three- week course possible? I think two weeks courses for all levels, qual-
ified from experienced teachers. Could you tell me how much is the price?
Finally ,who organized the activities and what of activities are organized?
Thank you for answering my questions.
Best wishes Kim Weber

Table 1: An example e-mail written in response to the ‘Language School’ prompt in the eRubrix dataset. We show
the original e-mail together with its five revisions (edits are highlighted by the authors) and whether the e-mail
passed or failed the respective criterion.
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ten called trait-based essay scoring (Lee et al.,
2010). However, an important difference is that
in most work, essay traits are considered one di-
mension according to which to score a whole text,
such as coherence (Yannakoudakis and Briscoe,
2012; Farag et al., 2018), topicality (Klebanov
et al., 2016) or argumentation (Stab and Gurevych,
2014; Persing and Ng, 2015, 2016). In contrast,
human judgments for each rubric in the eRubrix
dataset only refer to specific parts of an essay
and score them according to their appropriateness.
This is similar to a holistic score for only a sub-
part of the text as in Horbach et al. (2017), where
essays consist of a summary and a discussion part
scored separately. (Note that in our automatic
scoring, we nevertheless use the whole text as in-
put in most cases, as we cannot reliably split the
data into individual segments). This makes it sim-
ilar to the task of facet-based short-answer scoring
(Nielsen et al., 2009, 2008) where the presence of
certain content units, so called facets, in the text is
analyzed. However, one crucial difference is that
in our case both content and form are scored to-
gether.

Further, the task of writing an e-mail or letter
is well known in automated essay scoring. The
ASAP-AES dataset, for example, also contains
tasks where students have to write a letter.1 How-
ever, such tasks are often framed in terms of a per-
suasive text that conveys the author’s own posi-
tion, whereas in our task, e-mails are written in
order to gather information.

Feedback Intervention Study The aim of our
intervention study is to investigate the effect of
informative tutorial feedback based on automati-
cally scored texts. In instructional contexts, feed-
back generally refers to any information given to
a person during or after a learning process. It
aims to reduce the gap between the current perfor-
mance and the desired learning outcome (Mory,
2004; Narciss, 2008; Sadler, 1989). Feedback is
deemed one of the most effective factors influ-
encing student learning, however, meta-analyses
show that the effects are heterogeneous (for feed-
back on learning in general: cf. Wisniewski et al.,
2020; for feedback on writing: cf. Graham et al.,
2015). Attempting to explain the inconsistent find-
ings, certain moderators for feedback effective-
ness have been identified (Bangert-Drowns et al.,
1991; Black and Wiliam, 1998; Hattie and Tim-

1https://www.kaggle.com/c/asap-aes

perley, 2007; Kluger and DeNisi, 1996; Mory,
2004; Shute, 2008). Feedback has a positive ef-
fect on learner performance only if it reduces un-
certainty and cognitive load by presenting the in-
formation necessary to improve task performance.
According to Narciss (2008), informative tutorial
feedback should include both evaluative informa-
tion (i.e., information on the current task perfor-
mance) and tutorial information (i.e., elaborate in-
formation to improve task performance) in order
to support learning effectively. Hattie and Timper-
ley’s 2007 feedback model summarizes the empir-
ically identified effectiveness criteria using three
questions: “Where am I going?” (transparency
of learning goals), “How am I going?” (individ-
ual information on current task performance), and
“Where to next?” (information on how to achieve
learning goals).

In accordance with this model, feedback was
conceptualized according to these criteria in our
study. Learners were presented with evaluative
information on their performance (aspect mas-
tered/not mastered) as well as elaborative feed-
back (hints and examples for performance im-
provement).

The evidence on the effectiveness of automatic
feedback on writing performance is also described
as being heterogeneous (McNamara et al., 2015;
Stevenson and Phakiti, 2014; Strobl et al., 2019).
Fleckenstein et al. (in press) conducted a system-
atic review of individual writing support by intel-
ligent tutoring systems (ITS). Whereas the effects
of the interventions were promising in general,
the authors found that there were only few studies
with randomized controlled experimental designs
(see, e.g., Kellogg et al., 2010; Palermo and Thom-
son, 2018; Wade-Stein and Kintsch, 2004; Wilson
and Roscoe, 2020; Wilson and Czik, 2016; Xu and
Zhang, 2022). Moreover, it was often unclear what
type of tutorial support led to performance im-
provement as the interventions often included non-
adaptive, confounding support measures (e.g., pre-
writing activities, strategy instruction, drill and
practice) in addition to holistic and/or analytic au-
tomated feedback. Our intervention study is one
of the few randomized controlled experiments that
investigates the unconfounded effect of analytic
feedback in the context of automated scoring.
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Prompt # e-mails ∅ # tokens (SD)

Language School 368 97.9 (± 33.0)
Burger Restaurant 369 104.1 (± 34.0)
Camping 367 105.0 (± 34.1)

Table 2: Basic dataset statistics.

Figure 1: Instructions for the language school prompt.
The German text translates as follows: Imagine your
name is Kim Weber. You want to improve your English
language skills through a language stay in England.
You have seen the following ad on the Internet. Write a
formal e-mail to the school principal asking your ques-
tions. Use the notes printed in red. Do not use any
other material. Write the e-mail as ’Kim Weber’ to stay
anonymous.

3 Data

The eRubrix dataset contains three individual writ-
ing prompts, each asking the student to write an
information-seeking e-mail. In the first task, stu-
dents inquire about attending a course at a lan-
guage school in the UK, in the second task, they
respond to a job advertisement at a burger restau-
rant, and in the third, they gather information for a
camping holiday.

One is an inquiry Table 2 shows basic statistics
for the dataset. Figure 1 shows as an example of
the language school prompt. Per prompt, about
370 individual e-mails were collected.

Each e-mail was scored with a binary label for
each of the following criteria, corresponding to

key elements of an e-mail. The description of
each criterion closely follows the scoring rubrics
described in Keller et al. (2023).

• Content Completeness: whether the e-mail
asks for all three pieces of information re-
quired in the task.

• Greeting & Closing: whether the salutation
at the beginning and the closing are adequate
to the situation.

• Subject Line: whether the subject line ade-
quately communicates the intention of the e-
mail.

• Interpersonal Dimension: whether writers
explain who they are, what the purpose of the
mail is and describe at the end what kind of
response they expect.

• Register & Style: whether the e-mail uses
clear, detailed and adequate language and is
free from mistakes which inhibit understand-
ing.

Scoring was performed by two trained annota-
tors, cases of disagreement were adjudicated by
a third annotator. Table 3 shows inter-annotator-
agreement (Cohen’s kappa), as well as the label
distribution by indicating the fraction of texts that
mastered the respective criterion. We see that an-
notators were able to agree on the first four crite-
ria well, while Register & Style seemed to be more
problematic to annotate.

4 Automatic Scoring

In this section, we describe our automatic scor-
ing procedure. After the experimental setup,
we report experiments for prompt-specific scor-
ing where one classifier is trained per prompt and
per scoring rubric We also perform generic scor-
ing with a model trained across prompts, i.e. on
more training data. The prompt-specific model for
the language school prompt is used in our inter-
vention study. In order to show the transferability
of our approach, we also report on additional ex-
periments for cross-prompt training.

4.1 Experimental Setup
We use the Gradient Boosting classifier from
scikit-learn2 with a maximum tree depth of 6

2https://scikit-learn.org
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Prompt Content Greeting Subject Interpersonal Style

% corr. IAA % corr. IAA % corr. IAA % corr. IAA % corr. IAA

All 87.6 - 31.2 - 72.6 - 62.0 - 19.7 -
Language School 87.5 .88 26.4 .90 67.9 .68 59.0 .91 22.0 .43
Burger Restaurant 87.5 .80 36.3 .93 89.5 .96 62.3 .94 19.5 .38
Camping 87.7 .85 30.8 .89 60.8 .75 64.9 .89 17.7 .47

Table 3: Label distribution (%corr. marks the percentage of essays where the criterion was fulfilled) and inter-
annotator agreement for each scoring rubric, measured in Cohen’s kappa.

Train Test Content Greeting Subject Interpersonal Style

acc κ acc κ acc κ acc κ acc κ

All (CV) .93 .59 .89 .75 .95 .88 .88 .75 .84 .38
Language School (CV) .92 .60 .88 .67 .94 .87 .85 .69 .81 .35
Burger Restaurant (CV) .94 .69 .92 .83 .99 .96 .82 .60 .82 .29

Camping (CV) .91 .51 .89 .73 .93 .86 .77 .47 .82 .26

Burger & Camping School .83 .38 .76 .30 .81 .62 .89 .78 .68 .20
School & Camping Burger .93 .66 .85 .64 .67 .25 .85 .69 .82 .33
School & Burger Camping .50 .10 .75 .33 .71 .46 .84 .66 .85 .39

Table 4: Experimental results measured in accuracy and Cohen’s kappa for cross-validation experiments on all
data and per prompt (upper half) as well as prompt transfer between prompts (lower half).

and otherwise standard parameters and TF-IDF
weighted unigram features. We evaluate using ac-
curacy as well as Cohen’s kappa (Cohen, 1960) as
a way of measuring chance-corrected agreement.

4.2 Prompt-specific vs Generic Scoring

In a first set of experiments, we compare two dif-
ferent setups. We either train a generic model us-
ing data from all three prompts as training mate-
rial or we train a prompt-specific model using only
data from the same prompt for training and test-
ing. In other words, we compare whether a model
benefits from more training data coming from a
different prompt. In both setups, we use ten-fold
cross-validation.

The upper half of Table 4 shows the results. We
see that we get a slight advantage for the two cat-
egories Interpersonal and Style when using more
training data from other prompts, whereas this is
only partially helpful for the other three criteria
(Content, Greeting and Subject). We speculate
that this is because the latter three are the most
content dependent and therefore mainly rely on
the specific lexical material for one prompt, while
the other two contain also generic lexical mate-
rial, like, e.g., “I am looking forward to your an-
swer”. Generally, we see that the highest predic-
tion performance can be achieved for the Subject
line, while Style is hardest to predict, which is

probably due to the high class imbalance of this
criterion, i.e., there are only few instances in the
training data where the criterion is mastered. This
criterion is also difficult to score for human raters
as evidenced by the agreement scores, which are
much lower than for the other criteria.

4.3 Cross-prompt Scoring

In order to asses the usability of the models in a
real-life scenario where training data for a new
prompt might not be readily available, we inves-
tigate model transfer to new prompts not used dur-
ing training.

To do so, we train on all data from two prompts
and test on the third prompt. The results are shown
in the lower part of Table 4. We see that for most
rubrics, the performance drops considerably com-
pared to the within-prompt setting. However, for
Interpersonal and Style, we partially find an im-
provement of the results in the cross-prompt set-
ting. We assume that similar to our finding for the
All setting above, these two rubrics rely a lot on
generic wording. In addition, the Style rubric has
a high class imbalance for the Camping setting,
which might explain why this prompt is particu-
larly susceptible to cross-prompt (and more bal-
anced) training data.
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Figure 2: Students sequentially receive automated feedback on their original e-mail and are given the opportunity
to revise based on the feedback.

5 Feedback Intervention Study

We investigated the following research questions:
(1) Does the automated feedback lead to sub-
stantial improvement in students’ writing perfor-
mance? (2) What do we learn about the revision
process by looking at stepwise text development?
In the following, we first describe the procedure
and results of our intervention study and then pro-
vide further insights into the resulting e-mail revi-
sion dataset.

5.1 Procedure
We conducted a randomized controlled field ex-
periment with N = 112 lower secondary (ISCED
level 23) students to investigate the effect of a feed-
back intervention that was based on the automatic
assessment. Seven students were excluded from
the sample due to incomplete data, leaving a final
sample of N = 105 students (n = 53 female; age M
= 14.41, SD = 0.81) in grade 8 (n = 54) and grade
9 (n = 51) for the statistical analyses. Students
were asked to respond to the ‘language school’ e-
mail writing prompt (see Figure 1) that was then
assessed using the scoring model for that specific
prompt as described above.

As part of the intervention, students received
automatic feedback on the five assessment crite-
ria and were asked to revise their text accordingly.
To communicate the feedback in the process of
writing, a scoring rubric was used which contained
the most important elements of the genre ‘e-mail’
(Keller et al., 2023). The elements were arranged
in a stepwise manner based on the principle of
communicative effectiveness (Widdowson, 1978),
and presented to students in sequential order so
that they could focus on one criterion at a time be-

3https://iqa.international/isced-level
s/

fore moving on to the next one. In a process- and
genre-based approach to writing (Hyland, 2007),
feedback guided students towards writing good
e-mails by focusing their attention on important
generic elements by the principle of increasing
communicative value.

Within the writing tasks set in this study, the
most important element was to include all the
questions mentioned in the task. Therefore, this
element appeared as Step 1 in the rubric. If texts
were found to be lacking one or several questions,
the feedback suggested to go back to the task and
make sure they had covered all required aspects.
In subsequent steps, students were advised to con-
textualize their e-mails by finding appropriate for-
mulas of salutation and closing (Step 2), to formu-
late clear and precise subject lines (Step 3), and
to frame their e-mails with an introduction stating
their name and the nature of their inquiry, and an
indication of what type of answer they expected
(Step 4). Finally, students were advised to check
the grammar, lexis and spelling of their e-mail to
make sure it did not contain any formal mistakes.

The decision to place formal correctness (Reg-
ister & Style) as the last step in the feedback pro-
cess was based on the assumption that it is easier
for learners to master the specific elements of a
genre (which can be explicitly taught and learned)
than to make progress in the general aspects of for-
eign language proficiency, such as syntax or lexi-
cal quality. Further, focusing their attention on for-
mal mistakes too early would have risked students
getting bogged down with questions of linguistic
correctness, while the focus of the intervention lay
on using language in a communicative way (Keller
et al., 2023). Figure 2 visualizes the revision pro-
cess.

Students were randomly assigned to the feed-
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Figure 3: Example for a feedback message received in the category Content. Students from the control group were
shown the requirements only (left column), while students in the feedback condition received their automatic score
together with hints how to improve their writing.

back condition or the control condition. The feed-
back group was provided with informative tuto-
rial feedback in German, including both evalua-
tive and elaborative information on each scoring
criterion including exemplary formulations in En-
glish. See Figure 3 for an example for the criterion
Interpersonal Dimension. The first column spec-
ifies the requirements (e.g., ‘Do you explain who
you are and why you are writing?’) for passing
that criterion, the second one visualizes the pre-
dicted score. The third column contains hints how
to improve the writing (e.g., ‘Introduce yourself in
the first sentence’) while the fourth column con-
tains concrete examples of appropriate formula-
tions. The control group was provided with a de-
scription of the scoring criteria (i.e. only the first
column in Figure 3), but did not receive individ-
ual feedback on their performance. All texts were
scored on the five assessment criteria, using binary
codes: 0 = criterion not mastered and 1 = criterion
mastered.

We compared the performance on each criterion
between the two groups before and after the feed-
back intervention, expecting the feedback group
to show more substantial improvement. As the
outcome was dichotomous (0/1), we analyzed the
data using the R package nparLD (Noguchi et al.,
2012), which allows for the nonparametric analy-
sis of longitudinal data in factorial experiments.

Wald-tests (Wald, 1943) were performed to test
whether the interaction of group (control vs. feed-
back) and time (initial draft vs. final draft) was sta-
tistically significant for each of the five criteria.

5.2 Results

Performance Improvement Figure 4 shows the
performance results based on the automatic scor-
ing for the two groups on the first draft and on
the final revised version. For each criterion, the
graphs show what proportion of students had suc-
cessfully mastered the criterion. For content com-
pleteness, the vast majority of students in both the
control group (93 %) and the feedback group (82
%) had already met the requirement in their first
draft. In the feedback group, 10 percent were
able to improve in the revision whereas the control
group remained at a consistently high level (95 %).
The group differences in content completeness im-
provement, however, were not statistically signif-
icant, χ2=3.22; ns. Only a small minority of the
students mastered the criterion Greeting and Clos-
ing in their first draft (9 % in the control, 6 % in the
feedback condition), showing little improvement
in the control group (12 %) and substantial im-
provement in the feedback group (31 %). This dif-
ference in improvement between the groups was
statistically significant, χ2=9.88; p<.01. The cri-
terion subject line was fulfilled by 44 percent (con-
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Figure 4: Improvements for control group and feedback group according to the automatic scoring model.

trol) and 37 percent (feedback), respectively, be-
fore the intervention, and by 47 percent in both
groups after the intervention. While the descrip-
tive results suggest that the feedback group was
able to catch up, the effect was not significant,
χ2=1.19; ns. In both groups, almost a third of the
students (30 % in the control, 31 % in the feedback
condition) already mastered the criterion interper-
sonal dimension before the intervention. This per-
centage increased to 61 percent in the feedback
condition and only 40 percent in the control condi-
tion. This effect was significant, χ2=6.61; p <.01.
The criterion register and style was only met by
very few students before (4 % in the control, 6
% in the feedback condition) and after (7 % in
the control, 8 % in the feedback condition) the
intervention, yielding no significant differences,
χ2=0.29; ns.

5.3 Follow-up Analyses

The experiment resulted in an e-mail revision
dataset where 5 revisions for each e-mail were
recorded. This offers a unique opportunity to get
insights into the properties of these revisions as
well as the scoring behaviour of the trained model
under realistic conditions.

E-mail Length As a first proxy for the extent
of revisions we tracked e-mail length across revi-
sions. Figure 5 shows the number of characters for
each revision step in each condition.

We can see that there is a large variance of e-
mail lengths at all revision steps, especially for the
control group. In both groups, there is only a slight
tendency that e-mails get longer across revisions,
which indicates that the students do not primarily
revise their texts by adding more content.
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Figure 5: E-mail length (measured in characters) at
each revision step.

Extent of Revisions To further investigate the
nature of the revisions, we compute character-
based edit distance between subsequent revisions,
i.e. we count the minimal number of insertions,
deletions or substitutions from one version to the
next revision for both the feedback and the control
condition.

Figure 6 shows that both groups display a sim-
ilar pattern with most edits done after the initial
step and the third revision. Manual inspection of
essays from both groups showed that, in the first
revision, students sometimes completed a not yet
finished e-mail.

For the feedback group, we further looked sep-
arately at those students who were given the feed-
back that they had already mastered a criterion in
contrast to those who were given the information
that the criterion was not yet mastered. Figure 7
reveals that after the initial review, only those stu-
dents which had not yet mastered a criterion made
any revisions to their texts.
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Figure 6: Edit distance between two consecutive revi-
sion steps (i.e. 2-3 is the edit distance between revision
2 and 3)
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Figure 7: Edit distance between two consecutive revi-
sion steps (i.e. 2-3 is the edit distance between revision
2 and 3) for the Feedback group divided into those who
passed or failed a certain criterion.

Automatic Scoring of E-mail Revisions While
the study was initially conducted, only the first
and final revision of an e-mail were scored auto-
matically. We later scored each revision automati-
cally according to each criterion in order to check
whether improvements indeed mainly occurred af-
ter the respective feedback was received. Fig-
ure 8 indicates that for the feedback group, this ex-
pectation was confirmed, while the control group
showed a less pronounced step-wise improvement.

Quality of Automatic Scores To check the au-
tomatic scoring performance on the newly col-
lected e-mails, we manually scored the first as
well as the final revision of each e-mail after the
study was completed. Scoring was performed by
a trained annotator who had already been involved
in the scoring process of the eRubrix dataset. In
doing so, we are able to validate the scoring per-
formance of our automatic scoring model on this
new data. For comparison, Table 5 contains cross
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Figure 8: Percentage of students who mastered a cri-
terion according to automatic scoring for each revision
step.

validation results on the training data in the first
line followed by scoring performance for the first
and last draft of the e-mails from our interven-
tion studies. For the two criteria Greeting and
Interpersonal, performance is close to the perfor-
mance in the training data, for Content and Sub-
ject performance deteriorates. For the latter cri-
terion the cause might lie in issues of annotation
where a single frequent subject line was scored
differently between the texts in the eRubrix dataset
and our study. In addition, we found population
effects, where the new data contained formula-
tions and lexical elements never encountered dur-
ing training. The Style criterion could only be pre-
dicted unreliably in all conditions and was also
the criterion with the lowest human-human agree-
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Test data Content Greeting Subject Interpersonal Style

acc κ acc κ acc κ acc κ acc κ

eRubrix - CV .92 .60 .88 .67 .94 .87 .85 .69 .81 .35
Intervention Study - First Draft .78 .30 .95 .68 .70 .36 .85 .60 .78 .14

Intervention - Final Draft .83 .29 .89 .63 .70 .41 .81 .62 .79 .27

Table 5: Scoring accuracy for the language school prompt used in our intervention study. We repeat the cross-
validation experiments on the eRubrix data (first line) and then present results for the first and final draft in the
intervention study.
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Figure 9: Improvements for control and feedback group according to the manual scoring.

ment. The two criteria with the best automatic
scoring performance (Greeting and Interpersonal)
also showed the highest improvement in the feed-
back group. We repeated the analyses described in
5.2 for the manual ratings. While the pattern of the
results looks similar (see Figure 9), only one out of
the five criteria showed statistically significant im-
provement. The only significant interaction was
found for Greeting and Closing (χ2=4.14; p <
.05).

6 Discussion & Limitations

One limitation of our automated scoring approach
is that for most scoring categories, we feed the
whole text into the automatic classification model
even though only certain parts are directly rele-
vant (for example, to judge the appropriateness of
the closing sentence it would be enough only to
consider this particular sentence for scoring). To
explore the options for further improvement, we
therefore started to collect gold-standard annota-
tions identifying the specific section where each
element is located in the text so that we can use
a two-stage approach in the future, where we first
learn how to segment the text and then classify the
appropriateness of the resulting segments.

In our intervention study, we were not able
to separate effects of individual feedback com-

ponents. Therefore we do not know the con-
tribution of evaluative and elaborative feedback
components. However, when looking at individ-
ual revisions, we saw a clear tendency that stu-
dents relied on automatic feedback when decid-
ing whether to revise their texts at all. Similarly,
we used a very simple binary feedback that could
be further improved, e.g. by highlighting relevant
parts of an e-mail or by containing more specific
hints for improvement.

We also scored only the first and last revision
of the email automatically during the intervention
study, while feedback (based on the first draft) was
provided iteratively for each revision step. It is
possible that students improved an aspect of the
email that was only addressed later, so that feed-
back for that criterion was inaccurate at the point
in time when the feedback was given. Our post-
hoc automatic scores for each revision step (see
Figure 8), however, indicate that this was rarely
the case. Currently, we also do not know whether
improvements will be long-term or whether stu-
dents will be able to transfer them to new, unfa-
miliar e-mail writing prompts.

7 Conclusion

We presented a feedback intervention study based
on automatic scores for an e-mail writing task
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scored according to different criteria. We found
that students from the feedback groups improved
more than students from the control groups for
those two (out of five) criteria where the scor-
ing algorithm worked best. Although much more
work into similar directions is needed, especially
with respect to the limitations discussed above, our
study hints at the general usefulness of automatic
scoring in the classroom.
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Abstract

We present our initial experiments on binary
classification of sentences into linguistically
correct versus incorrect ones in Swedish us-
ing the DaLAJ dataset (Volodina et al., 2021a).
The nature of the task is bordering on linguis-
tic acceptability judgments, on the one hand,
and on grammatical error detection task, on the
other. The experiments include models trained
with different input features and on different
variations of the training, validation, and test
splits. We also analyze the results focusing on
different error types and errors made on dif-
ferent proficiency levels. Apart from insights
into which features and approaches work well
for this task, we present first benchmark results
on this dataset. The implementation is based
on a bidirectional LSTM network and pre-
trained FastText embeddings, BERT embed-
dings, own word and character embeddings, as
well as part-of-speech tags and dependency la-
bels as input features. The best model used
BERT embeddings and a training and valida-
tion set enriched with additional correct sen-
tences. It reached an accuracy of 73% on
one of three test sets used in the evaluation.
These promising results illustrate that the data
and format of DaLAJ make a valuable new
resource for research in acceptability judge-
ments in Swedish.

1 Introduction

Linguistic acceptability comes from the field of
generative linguistics. It is based on native speak-
ers’ intuitive judgements of whether a sentence
is acceptable or not (Schütze, 1996). While Lau
et al. (2017) argue that acceptability is a gradi-
ent phenomenon, it generally is treated as a bi-
nary classification task (Warstadt et al., 2019). To
create datasets for acceptability judgements, either
existing incorrect sentences are collected, for ex-
ample from linguistic literature (Lau et al., 2017;
Lawrence et al., 2000), or correct sentences are
manipulated (Marvin and Linzen, 2018). Using

incorrect sentences by language learners has not
been a common approach in this field so far.

There have been several studies on linguistic ac-
ceptability in English over the last years, using
various forms of neural networks, targeting differ-
ent error types, and focusing on different underly-
ing aims. Neural networks trained to make accept-
ability judgements can yield for example theoret-
ical insights into how language is perceived and
acquired (Lawrence et al., 2000; Lau et al., 2017),
or into what knowledge language models repre-
sent (Linzen et al., 2016; Jing et al., 2019). Practi-
cal applications of such models include evaluation
of results from language-generating systems (such
as question-answering or machine translation) or
providing assistance in language learning.

Contrary to the field in English, we are aware
of only one study on linguistic acceptability on the
Swedish language (Taktasheva et al., 2021), where
authors use synthetically manipulated data focus-
ing on effects of word order errors on model pre-
dictions. Our study is inspired by the research on
linguistic acceptability, however, we set it into the
domain of second language acquisition. We for-
mulate the task as a binary classification on a sen-
tence level, similar to Daudaravicius et al. (2016),
where the system output should classify a sentence
as correct or incorrect (i.e. containing an error).
We see this type of classification as a first step to
future grammatical error detection (GED) and cor-
rection (GEC) systems for Swedish, and as a first
step before generating feedback on errors.

In our work, we present an exploration of the
binary sentence classification task on DaLAJ, a
Dataset for Linguistic Acceptability in Swedish,
where each sentence pair contains (1) a sentence
with one error only and (2) a corrected sentence.
Due to the fact that the dataset is new, and the task
unprecedented in this form for Swedish, our study
has a strong exploratory character. Our contri-
butions include a first evaluation of the strengths,
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possibilities, and certain drawbacks of the dataset,
a comparison of different input features to the neu-
ral network, and first benchmark results for this
task.

In the next section, we briefly outline two com-
parable studies in English. In section 3, the data,
features, and models are introduced, followed by
the results in section 4, as well as a discussion and
a conclusion with some ideas for future work in
sections 5 and 6.

2 Related work

Comparing acceptability models is generally dif-
ficult, since there are big differences across lan-
guages, target errors, metrics and datasets. The
following shared task and study are relatively sim-
ilar in set-up and aim to our focus, so they provide
some context to view our work in.

2.1 AESW 2016

The goal in the Automatic Evaluation of Scien-
tific Writing shared task (AESW) 2016 was to
identify sentences in need of correction in sci-
entific articles written in English (Daudaravicius
et al., 2016). This did not only include gram-
matical errors but also stylistic features inappro-
priate for the academic genre. Predictions were
given both in a binary and a probabilistic version.
The task organizers report that six teams partic-
ipated, two of which used deep learning meth-
ods, two maximum entropy, and the remaining two
logistic regression and support vector machines.
The teams using deep learning ranked highest with
F1-scores of 61.08 and 62.78 on the binary task
(Daudaravicius et al., 2016). One of them used a
convolutional neural network and pretrained word
embeddings (Lee et al., 2016). The other team
combined several character - and one word-based
encoder-decoder models and a sentence-level con-
volutional layer by majority vote (Schmaltz et al.,
2016).

2.2 CoLA

CoLA is the Corpus of Linguistic Acceptability,
a collection of ”10,657 English sentences labeled
as grammatical or ungrammatical from published
linguistics literature” (Warstadt et al., 2019). It
targets morphological, syntactic, and semantic er-
rors. The authors also present first models trained
on this dataset. The most successful one uses
transfer learning with an encoder pretrained on ar-

tificial data and contextualized word embeddings.
It reaches an in-domain accuracy of 77% and an
out-of-domain accuracy of 73%. Regarding the
different error types, they conclude that their mod-
els ”do not show evidence of learning non-local
dependencies related to agreement and questions,
but do appear to acquire knowledge about basic
subject-verb-object word order and verbal argu-
ment structure” (Warstadt et al., 2019).

3 Materials and methods

3.1 Data
Three data sources were used in this work. The
main dataset is DaLAJ, a single-error derivation of
the SweLL-gold corpus. In addition to this, sen-
tences presenting correct samples from SweLL-
gold and the COCTAILL corpus were used.

3.1.1 SweLL-gold
SweLL-gold is a subcorpus of the Swedish
Learner Language corpus, a collection of 502
pseudonymized, normalized, and correction anno-
tated essays written by adult Swedish learners of
beginner, intermediate, and advanced levels (Volo-
dina et al., 2019). The tagset includes 35 error cor-
rection tags, including morphological, syntactical,
orthographic, punctuation, and lexical ones as well
as exceptions such as corrections made as a conse-
quence to other corrections, corrections that do not
fit into any of the categories, or markup of unin-
telligible strings. Rudebeck and Sundberg (2021)
provide detailed information on correction anno-
tation in the SweLL-gold data. The 502 SweLL-
gold essays contain a total of

• 6,615 sentences containing one or more er-
rors

• 1,706 correct sentences.

3.1.2 DaLAJ
DaLAJ is a single-error sentence-scrambled ex-
tension to the SweLL-gold corpus. The format
is described in Volodina et al. (2021a), Volodina
et al. (2021b), where the pilot version DaLAJ 1.0
was tested, based on four error types.1 The full
dataset used in our present study follows the same
principles but contains 35 error types and there-
fore more sentence pairs. The basic principle of

1DaLAJ 1.0 is available as part of the SwedishGlue
collection (https://spraakbanken.gu.se/en/resources/dalaj),
while DaLAJ 2.0, the full version used for training and
testing in this article, will be released at a later stage.
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the DaLAJ format is that sentences that originally
contained more than one error are included once
for each error, with all other errors corrected. This
has two advantages: Since larger parts of every
sentence are correct, it is easier for the models
to learn the patterns and structure of correct lan-
guage than when sentences contain multiple er-
rors. By splitting multi-error sentences into multi-
ple single-error sentences, we obtain a DaLAJ ver-
sion of the SweLL-gold corpus which is around
five times bigger than the original SweLL-gold
corpus. For every sentence, this dataset contains
the wrong sentence, the corrected sentence, the
pair of the wrong and correct tokens, and the er-
ror label as described above. In terms of metadata,
it additionally has the education level of the course
the student was taking when writing the text (split
into beginner, intermediate, and advanced) (see
Table 1). It also includes the student’s first lan-
guage, but this is not considered in the present
work. The sentences are randomized, which ex-
cludes the possibility to reconstruct full essays.
This way it is possible to avoid restrictions im-
posed by the GDPR (EU Commission, 2016).

Description Example sentence
original sentence §Den§ är en svår fråga .
corrected sentence §Det§ är en svår fråga .
error-correction pair §Den§–§Det§
error label L-Ref
education level Fortsättning

Table 1: Example sentence from DaLAJ

Here are a few statistics about the size and com-
position of DaLAJ 2.0 before preprocessing:

• Number of incorrect sentences: 26,652 with
their corrected equivalents which represent
6,615 unique sentences

• Number of unique correct sentences: 6,615

• Number of tokens: 1,241,754

• Vocabulary size: 19,963

For effective model training, we need to have
a balanced number of (unique) correct and incor-
rect sentences. However, as we can see from the
statistics numbers, for the 26,652 sentences con-
taining errors we have only 6,615 unique corrected
sentences that are duplicated each time when a

source original sentence has more than one er-
ror. To expose our models to sufficient number
of correct sentences, we, therefore, ideally need
to add further 20,000 correct sentences. 1,706 of
those come from the SweLL-gold. To complement
the rest, we use COCTAILL, a corpus of course
books, as described below.

3.1.3 COCTAILL
COCTAILL was chosen as a source for the addi-
tional correct sentences because it comes from the
realm of language learning and should therefore
be similar in domain to DaLAJ. It also includes
information about the level of the course at which
the texts are used for teaching. We have, thus, a
proficiency level label for each sentence in COC-
TAILL. We use this metadata to keep the origi-
nal distribution of beginner (A-levels), intermedi-
ate (B-levels), and advanced (C-levels) sentences
in the additional correct sentence.

COCTAILL stands for ”Corpus of CEFR-based
Textbooks as Input for Learner Level’s mod-
elling” and contains texts from 12 Swedish course
books from beginner to advanced learners (Volo-
dina et al., 2014). Since it also contains a fair
amount of incomplete sentences such as headings,
lists, or word definitions, we applied some filtering
steps. In total, 5,015 beginner, 2,468 intermediate,
and 5,066 advanced sentences were replaced with
sentences of equivalent level to keep the original
distribution.

3.2 Preprocessing
3.2.1 DaLAJ 2.0
We divided the DaLAJ sentences into three splits
of 80% for training and 10% each for validation
and testing, making sure that, even with dupli-
cates, no identical sentences occur in the training
and test splits and that the distribution of begin-
ner, intermediate, and advanced sentences is equal
across splits.

In the next step, we removed

• sentences with a length over 50 tokens (incl.
punctuation)

• duplicate incorrect sentences

• all sentences that contained error types that
appear less than 100 times in total (M-Other,
M-Adj/adv, S-Comp, L-FL, S-Other, P-Sent,
S-Adv, S-WO, S-FinV, S-R, P-R, S-Type)
and
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• all sentences that contained error types that
do not belong to the five main error groups
(orthography, lexis, morphology, punctua-
tion, syntax) - i.e. tags that correspond to
comments of all types and indicate illegi-
ble/uninterpretable strings (C, Cit-FL, Com!,
OBS!, X)

Lastly, all pseudonymized tokens (e.g. ’A-city’)
were replaced with names of existing city, country,
or place names, as shown in the example:

• Original: §jag§ är född i A-hemland .

• Replaced: §jag§ är född i Norge .

3.2.2 Training and validation sets
We tried two approaches with regards to data bal-
ance: (1) In the first approach, we kept the dupli-
cate corrected sentences. Even though duplicates
do not add new information to a model, they do
keep it balanced, so it does not adopt bias due to
an unequal label distribution. (2) In the second ap-
proach, we removed duplicates from the training
and validation sets and replaced them with correct
sentences from COCTAILL, as described in sec-
tion 3.1.3.

3.2.3 Test sets
The models were evaluated on three different test
sets. This does not just give insights into the mod-
els’ performance but also into the impact the dif-
ferent compositions of the test sets have on the
scores.

Test set 1 is the regular test split as it oc-
curs in the dataset. In order to get accurate re-
sults, the correct sentences in this split were manu-
ally checked and corrected, so some changes were
made, but no additional sentences were added or
removed. This means that this test set contains
a high number of duplicate correct sentences (as
does the original dataset and the training and vali-
dation data in Models 1 and 3).

Test set 2 is a test set that includes no dupli-
cates. It has the same number of incorrect sen-
tences as the first test set and also uses the manu-
ally checked correct sentences. However, all du-
plicates were excluded, leaving this set signifi-
cantly smaller and unbalanced.

In test set 3, we balanced test set 2 (the set
without duplicates) by adding correct sentences
from the original SweLL-gold corpus. These are
not part of the DaLAJ training and validation

sets, so they are unseen by the models, but come
from the same domain as the other test sentences.
One drawback here is that there are not enough
intermediate-level sentences in the replacements,
so they were supplemented with advanced-level
sentences to make up for the difference. Table 2
gives an overview of all training, validation, and
test sets.

3.3 Features

Different features were used in our models, alone
or in combination, and with varying degrees of
success. In all of them, we used white-space to-
kenization and padded to the maximum length of
50 with zeros on the left side of the sentence, un-
less otherwise specified.
FastText: First, words were converted into
300-dimensional pretrained FastText embeddings2

(Grave et al., 2018). Pseudo-random vectors were
used for infrequent words (UNK) and words that
are not part of the embedding vocabulary (ERR).
Missing words in the incorrect sentences were rep-
resented by ”§§”-tokens. In the training and val-
idation sets, they got the ”UNK”-label and vec-
tor, in testing they got skipped, since adding them
would have given away information about the er-
ror to the model.
FastText + error word: FastText embeddings like
above were used, but with the error word explicitly
added to the end of the sentence. For training and
validation, we got the embeddings for the sentence
as well as the error word(s) as described above and
then concatenated the two vectors. For testing,
the ”ERR”-embeddings were added when out-
of-vocabulary words occurred. Otherwise, only
padding was added to the sentence embedding.
BERT: Contextualized word embeddings from
Swedish BERT3 (Malmsten et al., 2020) were
used. A pretrained BERT-tokenizer split the sen-
tences into words or subwords, which were then
put through the pretrained Swedish BERT model.
For the embeddings, we summed the hidden states
of the last four encoder layers for each word.
This resulted in 768-dimensional word embed-
dings. The BERT embeddings were padded on
the right side to be compatible with the BERT to-
kenizer.
Word indices: Each word was simply converted
to an index in the vocabulary and later turned into

2https://fasttext.cc/docs/en/crawl-vectors.html
3https://huggingface.co/KB/bert-base-swedish-cased
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Set # sen total # beginner sen # intermediate sen # advanced sen vocab
Train (dupl.) 32,394 12,890 5,766 13,738 10,826
Train (COCTAILL) 32,394 12,890 5,766 13,738 21,936
Val (dupl.) 4,008 1,576 722 1,710 2,922
Val (COCTAILL) 4,008 1,576 722 1,710 6,203
Test (dupl.) 3,884 1,439 659 1,786 2,677
Test (no dupl.) 2,573 1,001 437 1,135 2,677
Test (SweLL) 3,884 1,564 518 1,802 4,005

Table 2: Dataset and vocabulary sizes

100-dimensional embeddings by an Embedding
layer4 in the neural network. Words that occurred
less than three times were regarded as unknown.
Character embeddings/indices: The sentences
were converted into sequences of character in-
dexes. They were transformed to 50-dimensional
embeddings by an Embedding layer in the neural
network. The threshold for unknown characters
was set to five occurrences.
One-hot encodings for error words: Finally,
one-hot vectors were used to indicate the problem-
atic parts of each sentence. For training and val-
idation, the word(s) between the §-markers were
represented by 1, all other words and padding with
0. For testing, only words that do not occur in the
FastText vocabulary were marked as 1 based on
the assumption that these are spelling mistakes; all
other words - as 0.

In addition to the word representations, we tried
adding explicitly linguistic features, POS-tags and
dependency relations. These tags were extracted
with the Sparv pipeline5 (Borin et al., 2016), con-
verted into numbers by indexing the respective
tags, and also padded to a length of 50 with zeros
on the left side.

For the gold standard and for analysing the re-
sults, each sentence has two labels. One is the bi-
nary gold target indicating whether a result should
be predicted as correct (0) or incorrect (1). The
second is the SweLL error tag, indicating what ex-
actly is wrong in the sentence. Correct sentences
do not have an error tag.

The PyTorch Dataset and Dataloader classes6

were used to shuffle and batch the data (batch size
32) and load it to the models.

4https://pytorch.org/docs/stable/generated/torch.nn.Em-
bedding.html

5https://spraakbanken.gu.se/verktyg/sparv
6https://pytorch.org/docs/stable/data.html#torch.utils.

data.DataLoader

3.4 Models
All models are based on a bidirectional LSTM
layer and a linear layer. The choice of bi-LSTM
classifier is based on its previous successful uses
for binary error detection reported in literature
(Rei and Yannakoudakis, 2016; Kaneko et al.,
2017; Kasewa et al., 2018; Bell et al., 2019; Dek-
sne, 2019). BiLSTMs are useful for sequential
data when long-distance dependencies also play a
role and context on both sides of a token should be
taken into account.

To get predictions from the output logits, soft-
max and argmax functions were used. The Adam
optimizer was used with different learning rates.
Loss was calculated with the Cross-Entropy Loss
function. All models were trained for a maxi-
mum of 75 epochs with early stopping after 15
epochs without improvements in validation loss.
The models differ in their specific hyperparame-
ters, input, and structure. Many of the features and
feature combinations did not give meaningful re-
sults or did not improve the results reached with
simpler models. In the following, the successful
models are described in more detail. For these, the
respective results are discussed in section 4.

3.4.1 Model 1 & 2: FastText
The first two models took pretrained FastText em-
beddings as input with a hidden size of 100 and
the learning rate 0.0001. Model 1 used the regular
DaLAJ 2.0 data including duplicate correct sen-
tences. Model 2 used the training and validation
sets in which duplicate correct sentences were re-
placed by sentences from COCTAILL.

3.4.2 Model 3 & 4: BERT
Models 3 and 4 had the same basic structure but
used contextualized BERT embeddings instead of
FastText. The hidden size was 100, like in the
models above, but the learning rate was reduced to
0.00005. As above, model 3 was trained using the
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regular single-error dataset without additional sen-
tences, while model 4 used additional COCTAILL
sentences in training and validation.

3.4.3 Other models
Further experiments included adding linguistic
features (such as parts of speech and dependency
relations, character embeddings, word indices,
one-hot encodings for error words) to test if they
can improve the performance. They have in gen-
eral failed compared to Models 1-4, and we there-
fore do not report them here, but outline in an Ap-
pendix.

4 Results and analysis

The models were evaluated in multiple ways.
First, an overall quantitative analysis compared the
different models. In the second and third part, the
best-performing model was analyzed in more de-
tail, considering error types and education levels.
Finally, a qualitative analysis of the best models’
predictions was conducted.

For the quantitative analysis, the main focus is
on the accuracy score. However, since related
work is often evaluated with other metrics such as
F1-score, F0.5-score, or precision and recall, these
scores are also reported for the best-performing
model.

4.1 Overall quantitative analysis
There are three things to consider in the overall
results in Table 3: The comparison between dif-
ferent embeddings, different training and valida-
tion sets, and between different test sets. First,
regarding the embeddings, the models trained on
BERT embeddings (Model 3 and Model 4) clearly
outperformed the ones trained on FastText across
all combinations of training and test sets. Sec-
ond, the highest score (for both embedding types)
was reached on models trained and validated on
the dataset where duplicates were replaced with
sentences from COCTAILL. Third, the differences
between test sets show that models performed bet-
ter on test sets without duplicates. This pattern
was not as clear in the models trained on data in-
cluding duplicates.

Table 4 contains the full classification report
for the best model on the best test set. A look
into these more detailed results shows significantly
higher precision, recall, and F-scores for the in-
correct sentences than the correct ones. This indi-
cates that the model learned more from the incor-

rect than the correct samples in the training, po-
tentially because there is more variation in the in-
correct sentences. A comparison between the in-
dividual scores shows very stable results. Within
the two classes, precision and recall lie very close
together. In binary classification, there is usually a
certain trade-off between precision and recall, and
which one is more important depends on the task
and application. Our model here turned out to be
very balanced in this regard, so the F1- and F0.5-
scores are almost identical.

4.2 Performance by error type
For all further analysis, only Model 4, which has
the best overall performance, is considered. The
following results are taken from test set 2.

Due to our filtering and preprocessing steps, we
used only 18 of the total 35 SweLL error types
in our experiments. Table 5 shows the accuracy
and number of samples in the test set for each of
them, along with a short explanation of the types.
For a table explaining all error types we refer the
reader to the appendix of Volodina et al. (2021a).
More detailed information can be found in the full
correction annotation guidelines7 (Rudebeck and
Sundberg, 2021). This only takes the incorrect
sentences into account, since the correct ones do
not have an error type. Both the individual scores
and the ranking of error types differed between
different models. Therefore, the following obser-
vations only allow conclusions about this specific
model.

First, the types with the highest accuracy are
considered. Some of them are expected. O, L-Der,
and M-F8, for example, are types that often result
in ”words” that do not exist in correct Swedish and
are thus not part of the word embeddings used to
train the models. Other high-performing groups
were more surprising. The high scores for S-
Clause, S-Ext, and S-Msubj indicate that the model
learns about more complex aspects of language,
such as word order. The fact that P-W errors are
among the most successful groups further supports
the conclusion that this model has a decent under-
standing of Swedish sentence structure.

Second, O-Comp and M-Num are the types with
the lowest accuracy in this model. O-Comp might
be more difficult to predict than other errors since
this aspect of a language often does not follow

7https://spraakbanken.github.io/swell-project/Correction-
annotation guidelines

8All correction codes are briefly explained in Table 5
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Model data embeddings test 1 (dupl.) test 2 (no dupl.) test 3 (SweLL)
1 DaLAJ FastText 0.61 0.42 0.53
2 DaLAJ + COCTAILL FastText 0.59 0.62 0.66
3 DaLAJ BERT 0.66 0.67 0.65
4 DaLAJ + COCTAILL BERT 0.61 0.73 0.69

Table 3: Accuracy of models 1-4 in three different test sets

Class Precision Recall F1-score F0.5-score Sample number Accuracy
0 (correct) 0.43 0.39 0.41 0.42 631 0.39
1 (incorrect) 0.81 0.83 0.82 0.81 1942 0.83
Total 2573 0.73

Table 4: Classification report for model 4 on test set 2

strict rules. For M-Num errors, there might be
difficulties in learning longer-distance agreement
when determiners, nouns, and adjectives are not
directly adjacent. However, it is somewhat sur-
prising that the related errors M-Def and M-Gend
perform significantly better.

Model’s performance by error group does not
show a very clear pattern. Most groups include
mixed success rates across their respective types.
That being said, lexical and punctuation errors are
generally closer to average, while morphological
errors tend to perform lower and syntactical ones
perform above average.

A last perspective for comparison is the number
of samples of each type in the dataset. One might
expect a strong positive correlation between num-
ber of samples and prediction accuracy of an error
type. However, this was not quite the case here. It
is true that the error types with low accuracy scores
generally also have a low number of samples (e.g.
O-Comp). This pattern does not hold for the entire
set of results though, since some of the types with
very high accuracy, such as S-Ext or S-Msubj, also
have relatively low number of samples. Finally,
P-M and S-M are two types with above-average
sample sizes, but merely average accuracy scores,
indicating that identifying missing tokens in a sen-
tence might be inherently more difficult than iden-
tifying incorrect ones.

4.3 Performance by education level

Table 6 shows clear performance differences be-
tween sentences written by learners at different ed-
ucation levels. Beginner sentences are predicted
with distinctly higher success than intermediate
and advanced ones. This might partly be explained
by the under-representation of intermediate-level

sentences. Another reason is the unequal distri-
bution of error types across levels. Some of the
types that proved to be most successful in the sec-
tion above, such as O, O-Cap, or M-F occur with
higher frequency in the beginner set. At the same
time, some of the overall less successful types,
such as M-Case, M-Num, or L-W, occur more
frequently in the sentences written by advanced
learners.

4.4 Qualitative analysis

In this section we take a closer look at the predic-
tions, especially the false negatives, of Model 4.
Numbered example sentences can be found at the
end of the section.

First, there are small issues in the dataset. Some
sentences were apparently incorrect when anno-
tated in the context of their text, but are correct
when considered independently. Example [1] is
one case which the model therefore ”misclassi-
fies” as correct. Another problem is that some sen-
tences have essay titles or headings incorrectly at-
tached to them, like in [2].

Apart from these issues, there are some specific
errors the model frequently misses. One of them
is agreement with longer distances between the re-
spective words, for example in [3]. Another diffi-
culty for the model seem to be preposition choices.
Incorrect usage of for example ”i”, ”på”, ”för”,
or ”med” is often not predicted as an error. Sen-
tences in which the pronoun case is incorrect also
appear frequently among the false negatives. One
last group of errors that are not recognized well by
the model are spelling mistakes in names.

One step in preprocessing, the naive replace-
ment of pseudonymization tokens with city, coun-
try, or place names, resulted in some sentences of
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Error tag Explanation # sen # true Acc
O-Comp Orthography: Problem with compounding 18 13 0.72
O-Cap Orthography: Wrong capitalization 29 25 0.86
O Orthography: Regular spelling correction 261 235 0.90
L-Der Lexical: Word formation problem (derivation or compounding) 58 49 0.84
L-Ref Lexical: Choice of anaphoric expression 59 48 0.81
L-W Lexical: Wrong word or phrase 319 257 0.81
M-Case Morphology: Noun case correction (nom vs gen; nom vs acc) 31 24 0.77
M-Def Morphology: Definiteness (articles; noun & adj forms) 280 222 0.79
M-F Morphology: Grammatical category kept, form changed 24 21 0.88
M-Gend Morphology: Gender correction 81 67 0.83
M-Num Morphology: Number correction 81 59 0.73
M-Verb Morphology: Verb corrections (inflections, auxiliaries) 202 173 0.86
P-M Punctuation: Punctuation missing (added) 134 113 0.84
P-W Punctuation: Wrong punctuation 38 33 0.87
S-Clause Syntax: Change of clause structure, incl. synt. function 66 61 0.92
S-Ext Syntax: Extensive and complex correction 26 24 0.92
S-M Syntax: Word missing (added) 196 157 0.80
S-Msubj Syntax: Subject missing (added) 39 36 0.92

Table 5: Accuracy and number of samples by error type (in the test set) in Model 4

Education level # Samples Accuracy
Beginner 1001 0.77
Intermediate 437 0.69
Advanced 1135 0.70

Table 6: Accuracy and number of samples (in the test
set) by education level in Model 4

questionable logic, like [4]. Looking at the re-
sults, it does not seem to disturb the classifier, but
more research into it would be needed to be sure.
Finally, we found a pattern that longer sentences
tend to get predicted as incorrect more often than
shorter ones. This is not conclusive by itself but
invites further research into the effect of sentence
length on the models.

[1] Jag §är§ väldigt bra .
[Eng. I §am§ very good .]

[2] Skrivuppgift 3 , 3 april 2018 Politiker som
föredömen Får politiker vara §gott§ föredömen
för medborgarna ?

[Eng. Writing task 3 , 3 April 2018 Politicians
as models Are politicians allowed to be §good§
models for citizens ?]

[3] Han har svart hår , mörka ögon och en mun
som alltid §ville§ skratta .

[Eng. He has black hair , dark eyes and a mouth
that always §wanted§ to smile .]

[4] Ruinen ligger mellan Spanien och Danmark
och §den§ hade inte tak §utan§ bara fyra väggar .

[Eng. The ruins lie between Spain and Denmark
and §it§ has no roof §but§ only four walls .]

5 Discussion

The first conclusion to be drawn from the results
is that there are significant differences in the ef-
fectiveness of different types of word embeddings.
The fact that the models trained on BERT em-
beddings perform higher than the ones trained on
FastText across all combinations of training and
test sets presents them as the better choice overall.
Reasons for this could be the differences in train-
ing data, dimensionality, and that the method of
getting embeddings from the context itself works
better in this task.

Our second insight is that there are clear differ-
ences in how successfully each error type is pre-
dicted. These differences are only partially corre-
lated with the types’ representation in the training
data. As a general tendency, spelling mistakes and
simple word-order errors are predicted with excep-
tionally high success rates while morphological er-
rors (especially agreement of non-adjacent words)
perform worse. These trends have to be taken with
caution, however. Some error types occur in very
few samples in the test set, which might impact the
score’s reliability in these cases.
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Furthermore, we found that there are differ-
ences in performance depending on the sentences’
education level. Sentences written on the be-
ginner level proved to be classified with signifi-
cantly higher success than those on the intermedi-
ate and advanced level. One explanation could be
the under-representation of intermediate-level sen-
tences. Another one is that the distribution of error
types is not equal across the proficiency levels.

A comparison with similar studies on English
shows that our work lies well within the range of
their results. For example, in the AESW 2016
task, teams reached F1-scores of up to 62% on
sentence-level classification of scientific writing
(Daudaravicius et al., 2016). Warstadt et al. (2019)
reached 73% to 77% accuracy on their CoLA
dataset. Their data consists of sentences that were
purposefully written to illustrate certain errors and
that are not originally embedded in the context of
a text, which is a big difference to the DaLAJ data.

The fact that our results compare favorably to
similar studies in English proves that the novel
approach used to create DaLAJ dataset was suc-
cessful. As explained in more detail in Volodina
et al. (2021a), there are several advantages to us-
ing a dataset based on learner data for this task.
Not only is the data realistic, it is also generally
annotated by experts, and often includes detailed
error labels. Advantages of the hybrid approach
between authentic and synthetic data are that the
number of available sentences is higher with this
method, sentences are more informative than au-
thentic ones, but still very similar to the originals.
A minor drawback of this dataset is that the sen-
tences were originally written and normalized (i.e.
re-written in correct Swedish) in the context of a
full essay and then classified in isolation, which
caused some difficulties with predicting the cor-
rectness of for example anaphoric references.

The experiments with different training, valida-
tion, and test sets gave a clear indication that re-
placing duplicate sentences with unique ones from
another source results in better models and bet-
ter scores. By replacing the duplicates with cor-
rect sentences from a second corpus, they have far
more relevant input and are able to generalize bet-
ter.

6 Conclusions and future work

We presented promising benchmark results on the
linguistic acceptability task in Swedish. The com-

parison of different input features showed that pre-
trained word embeddings, especially contextual-
ized BERT embeddings, are very successful while
other ways of representing the sentences did not
yield good results, and additional linguistic fea-
tures did not improve the embedding-based model.
Overall, the dataset proved to be big and informa-
tive enough to train such models, despite some mi-
nor drawbacks.

In future experiments, we plan to use this
dataset for multi-class classification of errors, for
token-level error detection, and for error correc-
tion. These experiments would be an important
step towards a functioning automatic writing eval-
uation (AWE) system for Swedish, where feed-
back generation will need to rely on correctly de-
tected and labeled error types. In connection to
this, we will need to see whether models trained on
distilled hybrid data like DaLAJ can be success-
fully applied to authentic data containing multiple
errors per sentence. Finally, we will experiment
with generation of synthetic data to study its in-
fluence over model performance and to improve
our chances of getting accurate tools for language
learners.
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Appendix A. Failed experiments

Character embeddings/indices: Since words
with orthographic and morphological errors often
do not occur in the word embeddings used, we
hypothesized that character-level representations
might be better-suited. Therefore, we trained a
model on character instead of word embeddings.
Apart from that, it had the same structure as the
models with pretrained word embeddings. This
model performed better than chance, but clearly
worse than the FastText and BERT models, reach-
ing accuracies of 55% to 64%. A possible rea-
son for the low performance is the relatively low
amount of data for training embeddings. Fu-
ture approaches might be to separately train a
character-level language model on a bigger correct
dataset and use that for the embeddings or to try
other methods of capturing subword information,
such as byte-pair encodings.

Word indices: The next experiment used the
same index-based approach, but on the word
level again. Since the word embeddings used in
this experiment are trained on very different data
(Wikipedia, newspaper articles, etc.) than learn-
ers’ essays, we tried using in-domain embeddings.
Similar to the model above, it reached accuracy
scores of 52% to 60%, possibly also due to the
comparatively small dataset.

FastText + error word: We had two reasons
for adding the error word to the FastText embed-
dings. First, it introduced more variety among
the correct sentences in the models with dupli-
cates. Second, repeating the wrong word could
have helped the model learn what exactly is wrong
in a sentence. This model did reach higher valida-
tion accuracy (up to around 70%), but accuracy
on the test set remained at or around 50%. This
indicates that the additional information is useful
to the model to some extent, but it cannot transfer
that knowledge to sentences where the error word
is not explicitly repeated.

One-hot encodings for error words: This fea-
ture was again combined with the pretrained word
embeddings. Both input vectors went through sep-

arate biLSTM layers, and the outputs were con-
catenated before the linear layer. Validation accu-
racy improved, but not test accuracy, so the prob-
lem seems to lie in the transfer of information to
the test sentences, which mainly consist of only
zeros (except for spelling errors). An idea for im-
proving this is to randomly replace the one-hot
vectors for some sentences in the training and val-
idation data with zeros-only vectors, forcing the
model to generalize to data with only zeros. An-
other approach might be to use a more advanced
model with an attention mechanism instead.
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Abstract
Most existing spellcheckers have been devel-
oped for adults and it is yet understudied
how well children’s texts can be automatically
spellchecked, e.g. to build tools that assist them
in spelling acquisition. This paper presents a
detailed evaluation of six tools for automatic
spelling correction on texts produced by Ger-
man primary school children between grades 2
and 4. We find that popular off-the-shelf tools
only achieve a correction accuracy of up to
46 % even when local word context is taken into
account. For many misspellings, the desired
correction is not even among the suggested
candidates. A noisy-channel model that we
trained on similar errors, in contrast, achieves
a correction accuracy of up to 69 %. Further
analyses show that this approach is very suc-
cessful at candidate generation and that a better
re-ranking of correction candidates could lead
to a correction accuracy of ~90 %. Most of
the remaining misspellings are so distorted that
they are hard to correct without broader context.
Furthermore, we analyze how the tools perform
at different grade levels and for misspellings
with different edit distances.

1 Introduction

Assisting children in learning to spell correctly is a
time-consuming task and it requires solid diagnos-
tic skills in order to tell different kinds of spelling
errors apart. For example, misspelling the German
word Hund (‘dog’) as *Hunt includes an error of
final devoicing, which does not change the word’s
pronunciation (we mark incorrect spellings with
an asterisk). In contrast, misspelling the word as
*Hunb comprises a mirrored letter in the first place
and the pronunciation is affected. Thus, the dif-
ferent kinds of errors require different feedback or
different kinds of practice exercises for the child.

Therefore, automated tools for spelling error
classification have been proposed (Berkling and
Lavalley, 2015; Laarmann-Quante, 2017). How-
ever, when children are free to write whatever they

want, in contrast to dictations, it is a non-trivial task
to find out which words they wanted to write before
the spelling errors can be analyzed. In the above
example, the popular spellchecking tool Hunspell1

would correct *Hunt to Hund but *Hunb to Hub
‘((vertical) lift)’, leading to a wrong analysis of
the child’s errors. Hence, before the types of er-
rors can be analyzed, misspellings first have to be
detected and corrected. In the following, we will
concentrate on the automatic correction step.

The aim and contribution of this paper is an eval-
uation of six existing spelling correction tools on
misspellings of German primary school children
taken from the Litkey Corpus (Laarmann-Quante
et al., 2019). We examine how well the existing
approaches perform in order to be used e.g. in an
automatic spelling error diagnosis tool. Thereby,
we set a baseline for future approaches tailored to-
wards German children’s spellings. Furthermore,
we analyze the spelling correction performance of
the tools for errors with different edit distances and
for different grade levels. We assume that over
time, children’s errors get more adult-like, leading
to a better performance of the tools.

The remainder of this paper is structured as fol-
lows: Section 2 introduces related work about the
evaluation of spellcheckers and approaches for the
correction of children’s errors. In Section 3, we
introduce the Litkey Corpus, which is used as the
data basis for our spelling correction experiments.
The experimental setup for the evaluation study is
explained in Section 4, and Section 5 presents the
results including some further analyses.2

2 Related Work

Spelling correction tools have mostly been com-
pared on English data and often artificial errors

1http://hunspell.github.io
2Data and experimental code from this study are available

under https://github.com/catalpa-cl/spellchecker-evaluation-german-c
hildren.
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(see e.g. Näther, 2020). However, it is well-known
that conventional spellcheckers are tailored towards
errors produced by proficient adults (e.g. typos) and
struggle with errors containing multiple edits, as
e.g. produced by language learners (Rimrott and
Heift, 2008; Flor et al., 2019). Bexte et al. (2022)
introduced a multilingual benchmark data set of
spelling errors produced by language learners in or-
der to compare spellcheckers on. They found that
for the Litkey data, correction performance was
poorer compared to data of Italian children and data
of second-language learners of German, indicating
that spelling errors of German children are rather
hard to correct. However, they only compared three
spellchecking tools (Hunspell, LanguageTool and
DKPro-Spelling, which was introduced in their pa-
per) and used an uncleaned version of the Litkey
Corpus. In the corpus, some proper names occur
so frequently that they could potentially bias the
correction performance as they do not appear in the
spellcheckers’ dictionaries. In the study we present
in this paper, we will do some data cleaning in or-
der to reduce corpus-specific artifacts and compare
six spellcheckers on the data, some of them trained
on similar errors. Furthermore, we will provide a
more in-depth analysis of the tools’ performances
across different grade levels and for errors with
different edit distances.

While several spellchecking approaches that tar-
get errors of foreign language learners have been
proposed (e.g. Boyd, 2009; Hovermale, 2011; Flor
and Futagi, 2012; Nagata et al., 2017), children’s
errors have rarely been addressed. Downs et al.
(2020, 2022) present a spelling correction approach
for English children based on phonetic similarity,
which outperforms existing spellcheckers. For Ger-
man, a similar approach was taken by Stüker et al.
(2011). However, they found that the phonetic
model alone could not outperform Hunspell. There-
fore, in our study, we focus on the performance of
existing spellchecking tools to set a baseline for
future approaches that target German children’s
errors.

3 Data Set

We base our study on the Litkey Corpus (Laarmann-
Quante et al., 2019), which is a freely-available lon-
gitudinal corpus consisting of 1,922 German texts
written by 251 primary school children between
the second half of grade 2 and the end of grade 4
(= end of primary school). Every few months, at

ten testing points in total, the same children were
asked to write down a story that was shown in a
sequence of six pictures. At the end of each school
year, i.e. at the second, sixth and tenth testing point,
the same picture story was used, all other picture
stories were different.

The corpus includes the manual transcription of
the handwritten texts (which we refer to as orig in
the following), as well as a target hypothesis for
each word with a manual correction of orthographic
errors (referred to as target). Note that the target
hypothesis does not correct grammatical or other
kinds of errors.

3.1 Data Cleaning
The original data set consists of 212,505 orig-target
pairs (6,364 target types). For our experiments, we
removed the following kinds of tokens:

• (target) tokens with less than 2 alphabetic char-
acters in order to only capture words and not
punctuation marks or artifacts like (grade) 4b

• words that are marked in the corpus as non-
identifiable, non-existing/non-standard or as
containing illegible characters

• the proper names Lea, Lars and Dodo because
they are specific to the corpus and appear mul-
tiple times in every text so they would distort
the statistics

• words that contain a dot (capturing abbrevia-
tions)

Furthermore, we removed all special annotation
marks from the remaining tokens, e.g. linebreak
markers. This leaves us with 162,426 orig-target
pairs in total.

3.2 Misspelling Statistics
In the present study, we are not looking at pure
capitalization errors because they are a special type
of error which require knowledge of sentence struc-
ture and morphosyntax (in German, the head of a
noun phrase is capitalized). Therefore, in this pa-
per, we do not count tokens as misspellings if orig
and target only differ with regard to letter case. We
also ignore wrong word separations, e.g. when the
child wrote *aufeinmal for auf einmal (‘suddenly’)
or *zu frieden for zufrieden (‘pleased’). This leaves
us with a total of 24,601 misspellings.

On average, the (cleaned) texts consist of 84
(± 40) words with an average misspelling rate of
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total misspelled

# orig-target pairs 162,426 24,601
# unique orig-target pairs 15,188 9,484
# unique target words 5,675 3,154

Table 1: Basic statistics of the cleaned data set.

17 % (± 11). Only 9 texts contain no misspelling at
all. Some further statistics about the cleaned data
set and the number of misspellings are shown in
Table 1.

For some target words, we find many different
spelling variants. The top 3 are Fundbüro ‘lost-and-
found office’ (68 variants), glücklich ‘happy’ (56
variants) and Karton ‘cardboard box’ (51 variants).

A particular challenge for automatic spellcheck-
ing are origs that have to be corrected to different
targets, depending on the context. For example,
bas is corrected to dass ‘that’, Bus ‘bus’ and pass
‘pay (attention)’, respectively, in the gold standard
correction. In our data set, we find 935 such origs
(1,855 if also different letter case is taken into ac-
count). This number also includes real-word errors
such as als ‘as’, which is found as a correct word
but also as a misspelling of alles ‘all’ in the corpus.

3.3 Development over Testing Points
Due to the longitudinal design of the Litkey Corpus,
it is possible to analyze the development of mis-
spellings over a time period of 2.5 years. Table 2
shows some statistics for each of the ten testing
points in the cleaned Litkey data set. Since the
number of available texts per testing point differs,
some testing points contribute more errors to the
whole data set (in absolute numbers) than others.
Furthermore, we see that over time, the children
produce longer texts but that the error rates per text
decrease.

We hypothesize that the children’s increasing
spelling competence is not only reflected by a de-
crease in error rate but also that the errors become
more adult-like so that they are easier to correct by
conventional spellchecking systems. As discussed
in Section 2, spellcheckers typically struggle with
misspellings that have a high edit distance to the
target word. Figure 1 shows the proportion of er-
rors with a particular edit distance per testing point.
We use an edit distance where deletions, insertions
and substitutions each have a cost of 1. We see a
clear trend that over time, misspellings with an edit
distance > 1 become rarer. There is some oscilla-
tion, which may be due to the fact that different
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01 2 .29 16 54 1,716 141
02 2 .26 17 68 2,154 165
03 3 .26 17 67 2,028 162
04 3 .25 21 86 2,520 173
05 3 .22 20 92 2,527 173
06 3 .18 19 104 2,924 231
07 4 .18 18 105 2,900 223
08 4 .18 22 124 3,046 215
09 4 .13 17 126 2,549 217
10 4 .12 15 120 2,237 222

Table 2: Basic statistics for each testing point.

picture stories elicited very different words but if
we compare testing points 02, 06 and 10, where
the same picture story was used, we find a steady
decrease of higher edit distances. Nevertheless, it
is noteworthy that already in grade 2, more than
two thirds of the errors only have an edit distance
of 1. Recall that pure capitalization errors are not
part of our misspelling data set so that the preva-
lence of an edit distance of 1 that we see here is not
attributable to words that only differ in letter case.

4 Experimental Setup

Spelling correction is typically seen as a two-step
process, consisting of misspelling detection and
misspelling correction (see e.g. Hládek et al., 2020).
The misspelling detection step usually relies on a
dictionary lookup and its performance is largely
dependent on the coverage of the dictionary. Bexte
et al. (2022) achieved an F-Score of up to .79 for er-
ror detection in German primary school children’s
texts from the Litkey Corpus, which is higher than
the results for most second-language learner cor-
pora that were investigated in that study. Hence,
in this paper, we only concentrate on the correc-
tion step, which has been shown to be much more
problematic for children’s texts. That is, we use the
gold standard set of misspellings as the basis for
our experiments.

4.1 Spellcheckers
While the number of existing spellchecking ap-
proaches is abundant (see e.g. Hládek et al., 2020),
we restrict our comparison to six correction sys-
tems available for German. Four of them are usable
off-the-shelf and the other two have to be trained
based on a list of misspellings and their correc-
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Figure 1: Distribution of edit distances between orig and target for each testing point.

tions. We exclude neural approaches, which are
not readily available for German and would require
more training data. For those spellcheckers which
allow to specify a full-form dictionary (which are
the two trainable ones and DKPro-Spelling), we
try two different ones, namely Hun-dict, which is
the Hunspell dictionary converted into a full-form
word list that was also used for the correction exper-
iments reported in Bexte et al. (2022) and childLex
(Schroeder et al., 2015), which is compiled from
500 German children’s books.

4.1.1 Off-the-Shelf Spellcheckers
We use all off-the-shelf spellcheckers with default
configurations unless noted otherwise.

Hunspell is one of the most popular spellcheck-
ing libraries and used e.g. in OpenOffice and
macOS. It finds correction candidates by different
means, e.g. by applying edit operations to the mis-
spelled string or by computing the similarity with
words in the dictionary.3 For our experiments, we
use Hunspell with the German dictionary it comes
with and simply feed all misspelling types into the
system, as there is no context awareness.

Nuspell4 is similar to Hunspell and can be used
with the same dictionaries. Like Hunspell, it sup-
ports rich morphology and complex word com-
pounding, which is important for German.

LanguageTool5 is an open-source proofreading
tool with add-ons for several popular programs like
MS Word or Google Docs. It has a built-in dic-
tionary (based on Hunspell with extensions) and

3See https://zverok.space/spellchecker.html for details.
4https://nuspell.github.io
5https://github.com/languagetool-org/languagetool

mainly relies on handcrafted rules, which are partly
context-sensitive. Therefore, we use LanguageTool
in two configurations: firstly, we only feed indi-
vidual misspellings into the tool, i.e. we ignore
the context, and secondly we spellcheck the words
in the context of the whole text to benefit from
context-sensitive rules. Note that in this case we
do not clean the texts as rigorously as described in
Section 3.1. We only remove special annotation
marks (e.g. linebreak markers) as well as words that
are marked as non-identifiable or as non-existing
word forms in order to maintain the necessary con-
text information. For spellchecking whole texts
with LanguageTool, we first disabled two inter-
nal rules, i.e. capitalization at the beginning of
a sentence (UPPERCASE_SENTENCE_START)
and spaces before/behind commas and brackets
(COMMA_PARENTHESIS_WHITESPACE). The
reason is that these rules would always fire first and
prevent the search for a proper correction candidate.
For example, a misspelled word at the beginning
of a sentence would only be corrected to uppercase
although it is still misspelled (e.g. *dan → *Dan
rather than Dann ‘then’).

DKPro-Spelling6 (Bexte et al., 2022) is a
spellchecking toolkit that can be integrated into
an NLP processing pipeline in the DKPro frame-
work (Eckart de Castilho and Gurevych, 2014). It
is highly customizable but also comes with a pre-
configured setting, which we use for our experi-
ments. In this setting, three correction candidates
are chosen from a dictionary based on the smallest
edit distance on the character level. Note that in
the case of ties, DKPro-Spelling returns more than

6https://github.com/catalpa-cl/ltl-spelling
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three candidates. In a second step, the candidates
are re-ranked based on a Web1T trigram language
model (Brants, 2006).

4.1.2 Trainable Spellcheckers
We train the two trainable spellcheckers in our ex-
periment on a total of 7,488 unique misspellings
(case-sensitive) and their manual corrections from
two other German spelling corpora that consist of
children’s texts. These are the H1 corpus (Berkling,
2016), which includes texts from second and third
grade and the Osnabrücker Bildergeschichtenko-
rpus (‘Osnabrück picture story corpus’; Thelen,
2000, 2010), which mainly contains texts of chil-
dren in second grade. While we ignore pure capi-
talization errors in our data set, for the remaining
errors we will include a case-sensitive evaluation
(see Section 4.3), which is why we keep letter case
information in the training data.

Brill & Moore We use a Java implementation of
the noisy channel approach presented in Brill and
Moore (2000)7. The model learns the probability
of certain edits from the training data, which can
also comprise several characters at once. For ex-
ample, from orig-target pairs like *faren - fahren
(‘to drive’), *Fart - Fahrt (‘drive’), the model may
learn that instead of the sequence ahr, children of-
ten write ar. That is, it uses contextual information
in that it does not only learn that h is often omitted
but also in which context. Thus, the model is able
to learn specific error patterns of children that are
present in the training data. Note that the model is
only context-sensitive in the sense that it can take
into account the context of an edit on the character
level but not the broader context of the surrounding
words. The tool outputs a fixed number of 10 cor-
rection candidates per default and we leave it like
that.

Norma8 (Bollmann, 2012) was originally devel-
oped for spelling normalization of historical lan-
guage data but can be used on all kinds of non-
standard language. It is a toolchain that combines
different normalization techniques. We use the de-
fault setting in which first, whole word forms are
mapped to one another. If no mapping is applicable,
context-sensitive character rewrite rules are applied,
and third, if no rules are applicable, the correction
is chosen based on weighted Levenshtein distance
by choosing the word from the dictionary with the

7https://github.com/adrianeboyd/BrillMooreSpellChecker
8https://github.com/comphist/norma

lowest distance. All steps are learnt from training
data. Note that Norma always only outputs the one
most probable correction candidate.

4.2 Upper Bound
For most texts, spellcheckers are not able to achieve
100 % correction accuracy simply because some
of the target words are not part of the underlying
dictionary and hence cannot be suggested as cor-
rection candidates (e.g. certain proper names or
rare compounds). We therefore compute the upper
bound for the performance of each spellchecker in
our experiments.

For Hunspell and LanguageTool, we determine
the upper bound by feeding the target words into
the respective tool. If no suggestion is made, the
word is recognized as correct, i. e. the target word
is contained in the dictionary. In order to find the
upper bound when letter case is ignored, we capital-
ize all target words, since e.g. verbs and adjectives
are recognized as correct even if they are capital-
ized, but nouns are recognized as false if they are
lowercased.

For the other spellcheckers, the upper bound
can be determined directly by checking how many
of the target words are contained in Hun-dict and
childLex, respectively. Note that DKPro-Spelling
uses an adapted version of childLex where only
words that occur in at least ten children’s books are
considered (45k types) whereas Brill & Moore and
Norma use the full childLex word list (158k types),
which results in slightly different upper bounds.

4.3 Evaluation Setup
We measure the correction performance of a
spellchecker in two ways: We evaluate a) how often
the target word is ranked at the first rank of the sug-
gestion list of the respective spellchecker (FIRST)
and b) how often the target word is contained some-
where in the suggestion list (ALL). We suppose
that all spellcheckers provide an internal ranking,
so that the most probable candidate is ranked first,
although it is often not made explicit (except for
DKPro-Spelling and Brill & Moore). Hence, the
FIRST metric, which we also call correction accu-
racy, is relevant for fully automatic spelling correc-
tion and therefore the one we are most interested
in here. The ALL metric is not directly comparable
across spellcheckers because they produce differ-
ent numbers of suggestions (see Table 3). How-
ever, it tells us how often a spellchecker does in
principle generate the right correction candidate.
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avg. # suggs

Hunspell 4.8 ± 4.3
Nuspell 5.3 ± 4.9
LangTool (words) 15.2 ± 8.4
LangTool (texts) 15.2 ± 7.9
DKPro (childlex) 9.0 ± 8.7
DKPro (hun-dict) 10.1 ± 10.0
Brill & Moore 10.0 ± 0.0
Norma 1.0 ± 0.0

Table 3: Average number of suggestions per
spellchecker, including cases with 0 suggestions.

Pushing the candidate to the first rank could then
be achieved via a second step where the candidates
are re-ranked e.g. based on the context.

We furthermore distinguish between an evalu-
ation based on types versus tokens as well as a
case-sensitive and a case-insensitive evaluation, re-
sulting in four different conditions, see Table 4.
By the distinction of tokens vs. types, we mean
that when we evaluate the spellcheckers based on
tokens, we count every single occurrence of a mis-
spelling and whether it was corrected successfully
or not. When we look at types, we count the cor-
rection of every unique misspelling (= unique orig-
target pair) only once.9 Hence, when spellcheckers
do not take the context into account and correct
the same misspelling always in the same way, the
evaluation on a token base can be strongly influ-
enced by misspellings that occur very frequently.
The evaluation on a type base, in contrast, shows
more clearly the correction performance on differ-
ent errors. If a spellchecker performs better on
tokens than on types, it means that (some) mis-
spellings with a high frequency are corrected more
successfully than low-frequency misspellings and
vice versa.

Capitalization is highly context-dependent (see
Section 3.2). Therefore, the performance of a
spellchecker may be underestimated when letter
case is taken into account. We are mostly inter-
ested in how often a spellchecker is able to suggest
the correct word, irrespective of lettercase. Never-
theless, we also report the case-sensitive results in
order to see what large a role capitalization plays
for a successful automatic correction.

9Note that, for example, *Hunt - Hund and *Hunb - Hund
are two different types although they share the same target
word. Likewise, alls - als (‘when’) and alls - alles (‘all’) share
the same orig word but we treat them as two different types.

5 Results

Table 4 shows the performance of each spellchecker
based on the FIRST and ALL metric and the upper
bound (UB) for each of the four evaluation con-
ditions (types vs. tokens, case-sensitive vs. case-
insensitive). The upper part of the table contains the
off-the-shelf spellchecking tools and the lower part
the trained spellcheckers. DKPro-Spelling is spe-
cial in that it is the only off-the-shelf spellchecker
in which the default configuration comes with a
re-ranking of candidates based on local context.
Therefore, the same misspelling may be corrected
differently based on context, hence there is no type-
based evaluation for this spellchecker. The respec-
tive dictionary is indicated in brackets. Recall that
for LanguageTool, we tried two configurations, a)
based on a list of errors (LangTool words) and b)
based on the errors within context (LangTool texts).
Hence, there is again no type-based evaluation for
the latter configuration. Since Norma only outputs
one correction candidate, the results for the FIRST

and ALL metric are identical. Therefore, we only
list them under FIRST.

Among the off-the-shelf spellcheckers, DKPro-
Spelling has the best performance. Regarding the
FIRST metric, this may be due to the context-based
re-ranking of candidates. Therefore, we will recon-
sider the other spellcheckers with language model
re-ranking in Section 5.1. Among Hunspell, Nu-
spell and LanguageTool, differences are not large.
None of them is able to rank the correct candi-
date on first rank in more than 40 % of cases. We
see that this rather poor result is not primarily due
to a bad ranking of suggestion candidates. Even
when all correction candidates are considered, the
correct one is only available for 62-71 % of all to-
kens. This means that even with a better re-ranking,
the spellcheckers would not be able to correct ev-
ery third to fourth word appropriately because the
right correction is not even considered. Note that
LanguageTool achieves slightly better results when
only an error list is provided rather than the errors
in context, which can be explained by more rules
firing in the latter case that lead to an inappropriate
correction.

The trained spellcheckers largely outperform
the off-the-shelf tools in all conditions. Norma has
a correction accuracy of up to 62 %. This shows
that even without knowledge of the context, quite
a good correction accuracy can be achieved when
children’s error patterns are taken into account. We
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Token (case ins.) Token (case sens.) Type (case ins.) Type (case sens.)

FIRST ALL UB FIRST ALL UB FIRST ALL UB FIRST ALL UB

Hunspell .34 .62 (.94) .33 .59 (.94) .35 .56 (.93) .32 .51 (.92)
Nuspell .35 .64 (.94) .34 .61 (.94) .36 .59 (.93) .34 .54 (.92)
LangTool words .39 .71 (.98) .37 .68 (.97) .38 .72 (.99) .35 .66 (.96)
LangTool texts .37 .68 - .36 .65 - - - - - - -

DKPro (chL) .46 .80 (.92) .44 .77 (.91) - - - - - -
DKPro (Hun) .45 .76 (.93) .44 .73 (.89) - - - - - -

Brill&Moore (chL) .57 .92 (.97) .53 .91 (.97) .58 .84 (.95) .52 .83 (.94)
Brill&Moore (Hun) .53 .86 (.93) .51 .83 (.89) .48 .77 (.90) .45 .73 (.86)
Norma (chL) .62 - (.97) .56 - (.97) .54 - (.95) .50 - (.94)
Norma (Hun) .57 - (.93) .52 - (.89) .49 - (.90) .45 - (.86)

Table 4: Overall evaluation results based on the FIRST and ALL metric for each of the four evaluation conditions
(types vs. tokens, case-sensitive vs. case-insensitive). The dictionary used (childLex or Hun-dict) and the upper
bound (UB) for each spellchecker are given in brackets.

see that the error patterns in two other German cor-
pora of children’s texts that were used for training
generalize well enough to achieve good correction
results also on the Litkey corpus. Most remarkably,
for the Brill & Moore spellchecker, the desired cor-
rection is among the 10 correction candidates in
> 90 % of cases on the token level. Hence, a suc-
cessful automatic correction is mainly a matter of
candidate ranking here.

Some general observations can be made across
all spellcheckers: The difference between case-
sensitive and case-insensitive evaluation is rather
small, indicating that proper capitalization is only
a minor issue with regard to spelling correction in
the children’s texts.

With regard to type-based versus token-based
evaluation, we see only small differences for most
spellcheckers with a slight tendency towards bet-
ter results on a token base. This indicates that the
more frequently occurring misspellings are easier
to correct than the rare ones. The difference is most
pronounced for Norma, which may be explainable
due to the fact that this tool stores particular correc-
tion patterns.

Finally, we can observe that the upper bound
is mostly > .90 up to .99, which shows a very
good coverage of the underlying dictionaries. For
spellcheckers that we used with different dictionar-
ies, we find that generally, childLex outperforms
Hun-dict, i.e. a more child-directed dictionary is
useful. For the following analyses, we therefore
only use the results based on childLex for these
spellcheckers.

5.1 Language Model Re-Ranking

A re-ranking of correction candidates based on lo-
cal word context has been shown to be beneficial
(Bexte et al., 2022). Therefore, we add a re-ranking
to all spellchecker outputs based on the trigram
model built from voxforge.org speech data that
comes with the CMU Sphinx toolkit10. Unlike the
Web1T model used by DKPro, this model is freely
available and we suppose that speech data are close
to the language that primary school children use
in their writing. We try different conditions: re-
ranking a) all candidates, b) only the top 5 and c)
only the top 3 candidates. Table 5 shows for each
condition, how often the desired correction ended
up on the first rank.

For comparison, the first column shows the result
without re-ranking or with default re-ranking in the
case of DKPro-Spelling. Recall that for Norma, no
re-ranking can be done since only one candidate
is given. For DKPro-Spelling, although it comes
with re-ranking off-the-shelf, we re-rank the candi-
dates again with the CMU Sphinx language model
for comparability. Note that DKPro-Spelling only
outputs three correction candidates by default but it
can be more if there are ties prior to re-ranking. We
consider all these candidates for re-ranking, which
is why we only report our new re-ranking results
under “all candidates”.

We see that for all spellcheckers, our re-ranking
is beneficial, except for LanguageTool and DKPro-
Spelling, where the default ranking works bet-
ter. The best re-ranking results are achieved when

10https://cmusphinx.github.io/wiki/download/
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def. 3 cand. 5 cand. all cand.

Hunspell .34 .40 .40 .39
Nuspell .35 .42 .41 .41
LTool words .39 .36 .33 .24

DKPro .46 - - .42

Brill & Moore .57 .69 .64 .51
Norma .62 - - -

Table 5: Correction accuracy (=first suggestion) after
language model re-ranking (case insensitive). For com-
parison, the column def. (‘default’) repeats the first col-
umn of Table 4, i.e. the performance without re-ranking
or default re-ranking in the case of DKPro.

only the top 3 candidates are re-ranked, indicat-
ing that the spellcheckers’ original ranking (with-
out knowledge of the context) is already quite
useful in that lower-ranked candidates introduce
more noise. Among the off-the-shelf spellcheckers,
the improvements are only moderate, though, and
none of them outperforms DKPro-Spelling. This
means, the top result of a spellchecker that can
be used off-the-shelf is a correction accuracy of
46 %, which means that fully automatic spelling
correction would get more than every second word
wrong.

For Brill & Moore, re-ranking the top 3 candi-
dates improves the result by 12 percentage points,
thereby outperforming Norma. Hence, the best re-
sult that could be achieved overall in this study is a
correction accuracy of 69 % (we checked that only
re-ranking the top 2 candidates did not improve
the results any further). Given that in over 90 %
of cases the desired correction is among the top
10 candidates for this spellchecker, there is still
room for improving the re-ranking in future work
to achieve a very high correction accuracy with this
approach.

5.2 Comparison by Edit Distance

As stated in Section 2, common spellcheckers typ-
ically struggle with higher edit distances. For the
trained spellcheckers in this study, we hypothesize
that this is not so much the case because they can
learn correction patterns that comprise several edits.
To analyze the performance of the spellcheckers for
different edit distances, we look separately at all
misspellings with a particular edit distance and note
how often the desired correction is at the first rank
or another rank within the top 3 candidates (after re-
ranking). The results for Brill & Moore and DKPro-

Spelling (representing the best trained spellchecker
and the best off-the-shelf spellchecker) are shown
in Figure 2, the results for the other spellcheckers
can be found in Appendix A. For DKPro-Spelling
we use the default re-ranking here because it per-
formed better than our re-ranking.

We see that for an edit distance of 1, all
spellcheckers are able to find the desired correction
for the majority of misspellings. However, even for
the lowest edit distance, the trained spellcheckers
Brill & Moore and Norma outperform the off-the-
shelf spellcheckers, which shows that learning error
patterns is even beneficial for seemingly easy er-
rors. All spellcheckers have in common that the
higher the edit distance, the less likely they are to
provide the right correction. However, this is most
pronounced for the off-the-shelf spellcheckers. For
misspellings with an edit distance ≥ 4, off-the-shelf
spellcheckers only correct a tiny fraction of words
correctly, whereas Brill & Moore still includes the
correct candidate in half of the cases.

5.3 Spellchecking Performance over Time

We saw earlier (Figure 1) that over the time course
of primary school, the edit distances of the mis-
spellings get smaller, which is why we expect the
spellcheckers to work better on later testing points
than on earlier testing points.

To analyze this, we look at the top 3 candidates
(after re-ranking) at each of the ten testing points
individually and note how often the desired correc-
tion is at the first rank or at one of the other ranks.
Figure 3 shows the results for Brill & Moore and
DKPro-Spelling (the latter again with default re-
ranking). The results for all other spellcheckers are
given in Appendix B.

We see that for Brill & Moore, the testing point
does not have a big influence, which could be ex-
plained by the fact that the edit distance does not
have such a big impact on this spellchecker (as was
shown in Figure 2). In contrast, for the off-the-
shelf spellcheckers such as DKPro-Spelling, where
we saw a larger impact of edit distance, we can ob-
serve the expected trend that later testing points are
easier to correct than early ones. However, we also
find a lot of oscillation between testing points and
in total, the differences are not very large. So even
by the end of primary school, correction perfor-
mance remains rather poor compared to the trained
spellcheckers.
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Figure 2: Correction performance per edit distance for Brill & Moore (left) and DKPro-Spelling (right). The
coloring of the bars indicates from bottom to top how often the desired correction is ranked at the first rank, another
rank or not among the suggestions when the top 3 candidates after re-ranking are considered (case-insensitive).
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Figure 3: Correction performance per testing point for Brill & Moore (left) and DKPro-Spelling (right). The
coloring of the bars indicates from bottom to top how often the desired correction is ranked at the first rank, another
rank or not among the suggestions when the top 3 candidates after re-ranking are considered (case-insensitive).

5.4 Failure Analysis

In the following, we explore for what kinds of mis-
spellings even the best spellchecking approach in
this study (the Brill & Moore implementation)
failed to find the right target word. We saw that on
the (case-insensitive) type level, the Brill & Moore
spellchecker had the right correction among the top
10 candidates in 84 % of cases given the childLex
dictionary, with an upper bound of 95 % achievable
corrections. In total numbers, this means that for
981 misspelling types (10.3 %), the target word
was not among the top 10 candidates, although it
would have been findable in the dictionary.

A deeper analysis shows that 23 % of these cases
are real-word errors, i.e. the misspelling itself is
contained in childLex. The remaining misspellings
that could not be corrected have very high edit
distances between orig and target, namely 2.4 on
average. If we take the length of the target word
into account (since an edit distance of 2 is more

orig target dist. transl.

gawen kaufen 3 ‘buy’
niegs nichts 3 ‘nothing’
feid fällt 4 ‘falls’
glugeis glücklich 6 ‘happy’
sagras zerkratzt 7 ‘scratched’

Table 6: Examples of highly distorted words that the
Brill & Moore spellchecker was not able to correct.

severe for short words than for long words), we
find that on average, 46 % of the characters in
the non-correctable words are wrong. Hence, the
words are so distorted that without having broader
context information in the first place, finding the
right target word is almost impossible, even for
humans. Some examples are given in Table 6.

6 Conclusion

We compared six different spelling correction tools
on German primary school children’s texts. We
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found very different performance behaviors be-
tween off-the-shelf tools on the one hand and tools
that are trained on texts from other primary school
children on the other hand.

We could see that off-the-shelf spellcheckers per-
form rather poorly across all grade levels. They
only reach an overall correction accuracy of up to
46 % (including a trigram-model based re-ranking
of candidates), which is certainly insufficient in
order to be used e.g. in an automatic spelling er-
ror diagnosis tool. Furthermore, we saw that these
spellcheckers are often not able to include the right
correction in their suggestion lists at all, so that a
better re-ranking would not help much.

Spellcheckers that learn error patterns from other
German children’s corpora are more successful in
correcting, leading to an overall correction accu-
racy of up to 69 %. Most notably, the noisy-channel
approach turned out to be very successful in candi-
date generation: in up to 92 % of cases, the target
word was among the top 10 candidates. This means
that there is the potential for future work to improve
the fully automatic correction by finding more ef-
fective means of re-ranking the candidates. With
regard to the remaining misspellings, we saw that
they often include real-word errors and very dis-
torted words, which could potentially be tackled by
neural approaches where more context is taken into
account but which also need more training data.
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Abstract

Metadata provides important information
relevant both to finding and understand-
ing corpus data. Meaningful linguistic
data requires both reasonable annotations
and documentation of these annotations.
This documentation is part of the meta-
data of a dataset. While corpus documen-
tation has often been provided in the form
of accompanying publications, machine-
readable metadata, both containing the
bibliographic information and document-
ing the corpus data, has many advantages.
Metadata standards allow for the develop-
ment of common tools and interfaces. In
this paper I want to add a new perspective
from an archive’s point of view and look
at the metadata provided for four learner
corpora and discuss the suitability of es-
tablished standards for machine-readable
metadata. I am are aware that there is
ongoing work towards metadata standards
for learner corpora. However, I would like
to keep the discussion going and add an-
other point of view: increasing findabil-
ity and reusability of learner corpora in an
archiving context.

1 Introduction

Research data, including linguistic corpus
data, usually is not just published as-is, but
instead is enriched with so-called metadata.
Metadata subsumes a wide range of additional
information. Two main functions of metadata
are to allow the data to be found and also to
be understood by giving additional context.

For researchers the first point might seem
more obvious and relevant. If someone pub-
lishes data, they typically want other people to
be able to find this data. This is accomplished
by providing bibliographic or catalog meta-
data. This kind of metadata can be used in
repositories and registries to be able to provide

relevant data to a user. Within the CLARIN
infrastructure, the Virtual Language Observa-
tory (VLO) (Goosen and Eckart, 2014) pro-
vides such a registry harvesting metadata from
a wide range of repositories and providing a
uniform interface to look for corpus data based
on the provided metadata.

But findability is only one of the important
aspects. There is also a growing interest in
making data reusable. A very vocal initia-
tive promoting this among other values is the
FAIR initiative (Wilkinson et al., 2016). FAIR
stands for Findable, Accessible, Interoperable,
and Reusable and is connected to the Linked
Open Data (LOD) movement. Linking various
forms of data together enriches its value for fu-
ture research. Suitable metadata can provide
suitable linking.

2 Background: Established Metadata
Standards for Corpora

There exist many formats used to provide
metadata. They vary in expressively and their
use can also depend on the file format used
for the corpus data itself. Instead of covering
many different formats I will focus on three
formats that seem most relevant for learner
corpora available in public archives.

2.1 CMDI

The Component Metadata Initiative (CMDI,
Broeder et al., 2011) is the metadata stan-
dard established within the CLARIN infras-
tructure. It is used in the CLARIN VLO to
find corpus data. Using standardized inter-
faces such as OAI-PMH1, it can be automati-
cally harvested from the repository providing
the data. As a modular format, researchers

1http://www.openarchives.org/OAI/openarchivesp
rotocol.html
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can define profiles matching their data and an-
notations. It is a very powerful standard which
already with a basic profile provides catalog
metadata as well as information about the file
structure of the corpus.

2.2 Coma
The EXMARaLDA Corpus Manager (Coma)
metadata format is often used in combination
with EXMARaLDA Partitur-Editor (Schmidt
and Wörner, 2014) annotations for audiovi-
sual data. It can contain catalog metadata
compatible with Dublin Core. Furthermore, it
is designed to provide information about the
corpus structure as well as information about
the speakers and events. The documentation
states: “Coma is […] used for managing the re-
lation of metadata, transcriptions, recordings,
external annotations, and further related files,
tying all related data together into a single cor-
pus document.” (Schmidt and Wörner, 2014,
p. 413) This format can be especially relevant
for spoken learner data.

2.3 TEI Header
Another common metadata format is TEI
headers. Not a stand-alone format as the other
formats, it is a standard for header informa-
tion to be included in corpus data encoded
following the guidelines of the Text Encoding
Initiative (TEI, TEI Consortium, 2022). It
can contain five main parts:

• a file description containing the biblio-
graphic or catalog information

• an encoding description describing the re-
lationship between an electronic text and
its source or sources

• a text profile containing classification and
contextual information about the text,
such as its subject matter, the situation
in which it was produced, the individuals
described by or participating in producing
it, and so forth

• a container element for other metadata
formats allowing easy inclusion of meta-
data from non-TEI schemes

• a revision history providing a history of
changes made during the development of
the electronic text

Depending on the application, a TEI header
can be quite a simple or a very complex and
structured object. Because TEI is more dom-
inant for written data, TEI headers are more
relevant for corpora containing written learner
data, but it should be noted that the TEI
guidelines also cover transcription of spoken
language which would make TEI headers also
relevant for spoken learner data.

3 Case Study Learner Corpora

To evaluate the current situation of metadata
provided for learner data, I selected four cor-
pora out of the large collection of available
datasets. Three of these corpora, DISKO,
MIKO, and HMAT, are hosted at the IDS, ei-
ther in the IDS repository2 or as part of the
database of spoken German (DGD, Schmidt,
2017)3 and thus relevant for all archiving ef-
forts at the IDS. The fourth corpus, SweLL,
was selected to include a dataset that is not
hosted in-house at the IDS. The selected cor-
pora cover both written and spoken data.

The most relevant aspect of this case study
is the metadata formats used. As shown in
the overview of metadata formats, the choice
of a metadata format is also influenced both by
the annotation tools used and the repository
hosting the data. Thus, this information is
also summarized for each of the datasets.

3.1 SweLL
The Swedish Learner Language corpus
(SweLL, Volodina et al., 2019) consists of two
sub-corpora, SweLL-pilot and SweLL-gold.
Both are collections of written learner essays.
The learners are adults learning Swedish.
The pilot corpus has been anonynimized and
graded according to CEFR levels, the gold
corpus has been pseudonymized, normalized
and correction annotated. The annotations,
sucha as normaliza-tion/correction annotation
and pseudonymization, have been created
using the SVALA annotation tool (Wirén
et al., 2019) and are available in a plain
text format and as JSON. Export to XML is
possible.

The metadata description is available in
human-readable form as Markdown and PDF

2https://repos.ids-mannheim.de/
3https://dgd.ids-mannheim.de/
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following the guidelines by Granger and
Paquot (2017b). In addition, learner metadata
as well as statistics about pseudonymization
and correction labels for the gold corpus are
provided as MS Excel spreadsheets. SweLL is
hosted at the Swedish Language Bank (Språk-
banken Text)4.

3.2 HaMaTaC
The Hamburg Mapping Task Corpus
(HaMaTac, HZSK, 2010) is a spoken
learner corpus with elicited speech data using
a map task and involves multilingual speak-
ers learning German. The recordings have
been transcribed using the EXMARaLDA
Partitur-Editor. Manual annotations include
disfluency and phonetic phenomena. Part-of-
speech tags using a modified STTS tag set
(Schiller et al., 1999) as well as lemmatized
forms have been added automatically using
TreeTagger.

Metadata is provided using the Coma
format and additional speaker metadata is
present as headers in the transcription files.
The Coma file covers catalog metadata fol-
lowing Dublin Core as well as transcription
and annotation metadata including annota-
tion structure. The corpus is available both
via the Hamburg Center for Language Cor-
pora (HZSK)5 and as part of the Database
of Spoken German (DGD). The HZSK is part
of the CLARIN infrastructure, consequently
some metadata are also available as CMDI. In
addition to machine-readable metadata, cor-
pus documentation is present as PDFs.

3.3 MIKO
The “Mitschreiben in Vorlesungen: Ein mul-
timodales Lehr-Lernkorpus” corpus (MIKO,
Spiegel et al., 2022) is a multimodal corpus
containing recordings of lectures as well as lec-
ture notes created by students, both L1 and
L2 speakers of German. Most of the lectures
are transcribed and annotated using EXMAR-
aLDA and stored as machine-readable data.
The lecture notes are based on photos of the
notes which have been anonymized and stored
as PDFs.

Coma metadata is included in the cor-
pus to document speaker information. Addi-

4https://spraakbanken.gu.se/en/projects/swell
5https://corpora.uni-hamburg.de/hzsk/en/

tional metadata about both lectures and lec-
ture notes are included as CSV tables. Fi-
nally, human-readable corpus documentation
as well as description of the metadata variables
is included as PDFs. MIKO is also available
as part of the DGD. Furthermore, MIKO is
present in the IDS repository which is part of
the CLARIN infrastructure and thus requires
some CMDI metadata.

3.4 DISKO

Finally, the “Deutsch im Studium: Lernerkor-
pus” corpus (DISKO, Wisniewski et al., 2022)
is a written learner corpus consisting of several
subcorpora. It was created in the context of
the same project as MIKO and shares some
similarities. The two main corpora consist of
texts created for a writing exercise repeated
up to three times with one year intervals by
both L1 and L2 speakers of German. Addi-
tional corpora are based on language tests for
students. Unusual for a written corpus, anno-
tations have been created using an extension
of the EXMARaLDA Partitur-Editor. Besides
the EXMARaLDA files the data is also avail-
able as plain text and ANNIS data as well as
the original handwritten documents as PDFs.

For the main parts DISKO L1 and L2 the
metadata contain extensive information about
the participants including language and socio-
economic background. For the other subcor-
pora a limited set of metadata is available. De-
spite the use of EXMARaLDA, no Coma data
is present, but the transcription files contain
extensive information in the file headers. Also,
similar to MIKO, metadata is present as CSV
files and documentation of both the corpus it-
self and the metadata is available as PDFs.
DISKO is available in the IDS repository and
consequently requires some metadata available
as CMDI.

4 Discussion

As one can see from these datasets listed in
Section 3, both the metadata formats used
and the information included are quite diverse.
That shows that we are quite a bit away from
an ideal of a single machine-readable metadata
standard for learner corpora.

Several good reasons can be listed both in
favor of expressive machine-readable metadata
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for (learner) corpora and against it. One
reason against the enforcement of metadata
standards, e.g., before archiving the created
data is the additional overhead. Already the
creation of a dataset is time-consuming and
sometimes even tedious. Adding the strict re-
quirement for complete, extensive, machine-
readable metadata and documentation can be
seen as gate-keeping and too high a threshold.
Some people might even consider withholding
their data instead of releasing it if they have
to meet such requirements for publication.

One major point in favor of standardized
metadata and corpus documentation is the
ability to automatically check for issues in the
data set. Especially when archiving corpus
data it is necessary to assess the quality of
the data to guarantee later reuse. For exam-
ple within the QUEST project (QUality ES-
Tablished – Testing and Application of Cura-
tion Criteria and Quality Standards for Au-
diovisual Annotated Language Data)6 it was
demonstrated how a semi-automatic quality
assurance process can profit from machine-
readable corpus information (Arestau, 2022;
Wamprechtshammer et al., 2022). For ex-
ample, as long as the annotation schema is
known, either because it follows some stan-
dard or if it is documented in a suitable way, it
can be checked to be consistent and coherent
across the whole data set.

It is also not the case that we have to
start completely from scratch. There has
been previous work on metadata standards for
learner corpora such as (Granger and Paquot,
2017b,a). However, they lack visibility and are
currently not generally applied. Another is-
sue is that the draft by Granger and Paquot
only specifies the data model, i.e., which fields
have to be included and which values are ac-
ceptable, but not the representation. Con-
sequently, the standard can be met both by
human-readable metadata expressed for ex-
ample using XML or JSON but also by only
human-readable documentation such as MS
Word documents or PDFs. Both issues, how-
ever, will hopefully be solved soon. Following
the 6th International Conference for Learner
Corpus Research (LCR 2022), a public call

6https://www.slm.uni-hamburg.de/ifuu/forschung
/forschungsprojekte/quest.html

for feedback on a new draft of the core meta-
data standard has been sent to several rele-
vant mailing lists7. Furthemore, at the same
conference König et al. (2022) presented their
approach to testing the core metadata stan-
dard on several corpora and expressing it using
CMDI.

The question of representation of metadata
is the final issue to be discussed here. As
I summarized in the introduction, there is a
number of viable and established metadata
formats for learner corpora. Most of them
are sufficiently expressive or extensible to be
used for machine-readable corpus documen-
tation. And there can be good reasons to
prefer one over the other, e.g., good integra-
tion in the annotation software or in the in-
frastructure in which the data should be de-
posited. Sometimes several formats can be
“competing” by providing similar functional-
ity: both CMDI and OLAC (Bird and Simons,
2001) formats can be used in metadata har-
vesting, CMDI within CLARIN infrastructure
and OLAC with the Open Language Archives
Community. However, each metadata format
requires understanding its philosophy to be
able to use it in the most suitable way. This
can be partially mitigated by using dedicated
software for metadata creation and manage-
ment such as the EXMARaLDA Corpus Man-
ager, LAMETA (Hatton et al., 2021) or vari-
ous CMDI tools in the CLARIN infrastructure
but requires learning how to use the software
instead. A minimum viable solution could be
based on spreadsheets which are both easy to
create and edit and can be automatically read
by software. However, spreadsheets lack addi-
tional semantics such as a hierarchical struc-
ture or controlled vocabulary.

5 Conclusion

There are many good reasons for metadata
standards, especially from the perspective of
archiving and research data infrastructure. It
is easier to deposit data in a repository if a sup-
ported set of metadata is provided in a stan-
dardized format. Furthermore, having access
to suitable metadata, it is possible to auto-

7LINGUIST list archive: https://web.archive.org/
web/20221124163838/https://list.elra.info/mailman
3/hyperkitty/list/corpora@list.elra.info/message/5IT
I7JXPYWAADXQ2MWTEXIQITWSVV332/

Proceedings of the 11th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2022)

111



matically check relevant aspects of the corpus
data. These two points would improve both
findability and reusability of the deposited
data. Especially the increased findability of
the created datasets should ideally motivate
corpus creators to include a sufficient set of
metadata information in addition to their cor-
pus data.

Furthermore, there are established machine-
readable metadata formats with infrastructure
and ecosystem surrounding them. For exam-
ple CMDI is already omnipresent for all data
published within CLARIN and can be modi-
fied to fit the data using profiles. As show by
König et al. (2022), it could form a starting
point for a unified representation for learner
corpora metadata. And because it is a stan-
dard format within a large infrastructure, ex-
isting tools can be used to create and mod-
ify the metadata for learner corpora. Finally,
having one metadata format as a pivot for con-
version into other formats could be suitable for
any additional metadata requirements such as
specific formats for a certain archive outside
CLARIN as well as for Linked Open Data.

A major challenge is to balance the interests
of all parties involved. From an infrastructure
point of view it is essential to have machine-
readable metadata usable for ingesting the cor-
pus data and providing means for finding rel-
evant data. But when establishing a machine-
readable metadata standard we also need to
reduce the additional work loaded onto the re-
searcher to document their data. The whole
discussion is only relevant when corpus cre-
ators are willing to prepare and submit their
data. Consequently, we have to collaborate on
establishing standards acceptable for all par-
ties.
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Abstract

Automatic short-answer grading aims to pre-
dict human grades for short free-text answers
to test questions, in order to support or replace
human grading. Despite active research, there
is to date no wide-spread use of ASAG in real-
world teaching. One reason is a lack of trans-
parency of popular methods like Transformer-
based deep neural networks, which means that
students and teachers cannot know how much
to trust automated grading. We probe one such
model using the adversarial attack paradigm
to better understand their reliance on syntac-
tic and semantic information in the student an-
swers, and their vulnerability to the (easily ma-
nipulated) answer length. We find that the
model is, reassuringly, likely to reject answers
with missing syntactic and semantic informa-
tion, but that it picks up on the correlation be-
tween answer length and correctness in stan-
dard training. Thus, real-world applications
have to safeguard against exploitation of an-
swer length.

1 Introduction

Automated short-answer grading (ASAG)
promises to support or replace human grading
decisions for student-constructed answers to test
questions and in this way avoid human error and
save teachers’ time and effort. In the context of
formative testing for frequent feedback, online
teaching and self-study, ASAG is especially at-
tractive, since human grading effort is significant
due to repeated testing or large groups, and the
need for feedback can arise at any time of day
or night in the case of self-study (Burrows et al.,
2015).

ASAG models are not currently in wide-spread
use in real-world teaching contexts (e.g., Lee and
Shin (2020); Wilson et al. (2021) for the related
task of essay scoring). Three requirements for
their adoption are reliable performance on small-
scale, real-word data, ease of development for

non-experts and transparency of model decision
making, both for teachers and students.

Transformer-based models like BERT (Devlin
et al., 2019) and RoBERTa (Liu et al., 2019) have
been recently successfully explored for ASAG
(Camus and Filighera, 2020; Bexte et al., 2022).
Given the relatively small size of available training
data for ASAG (in the low ten thousands of data
points), the great advantage of these models is that
they are freely available pre-trained on large data
sets and require only relatively small data sets for
fine-tuning to a specific task. Another advantage is
that they require no manual feature engineering, as
relevant patterns are derived by the complex neural
networks from word distributions in the very large
pre-training data sets. Transformer-based models
therefore seem like good candidates to address the
reliability on small data sets and ease of develop-
ment criteria.

However, the grading decisions made by neu-
ral models are intransparent. This makes it hard
for teachers to understand how to best use ASAG
on specific data sets - are the predictions reliable
enough to replace human grades, should they be
manually revised, or are the available models un-
reliable altogether for their data? A related ques-
tion is what the model predictions are based on -
do they consider the content of the short answers,
as intended, or do they also rely on extraneous sig-
nals, and can they be swayed by trivial manipula-
tions of the input that would not convince a hu-
man grader? Since real-world grading applica-
tions have to gain the trust of teachers and students
alike, these questions are highly relevant for prac-
tical application. This paper aims to further under-
stand the functioning and limitations of a standard
Transformer-based ASAG model.

Since ASAG is a semantic task (similar to the
Natural Language Inference and Paraphrase De-
tection sub-tasks in the GLUE benchmark, which
BERT does well on, see Devlin et al. (2019)), we

This work is licensed under a Creative Commons Attribution 4.0 International Licence.
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hope to see sensitivity to the content of the input
beyond keyword spotting. At the same time, triv-
ial manipulations of the input should not affect the
predicted grade.

One strategy for probing model behaviour and
representations are adversarial attacks (Goodfel-
low et al., 2015), modifications of the input data
that allow us to evaluate model behaviour in a con-
trolled experiment. The strategy has been used
before to establish relevant insights about neural
ASAG: Ding et al. (2020) established that a re-
cursive neural network was sensitive to combina-
tions of content words (rather than just keywords,
for example) for ASAG. Looking at the possibil-
ity of fooling the model, Filighera et al. (2020)
were able to identify two-word trigger phrases that
in some cases suffice to switch the predictions of
a BERT-based model when added to student an-
swers – while not altering the content of the stu-
dent answer in a meaningful way.

We present several experiments to investigate a
Transformer-based model’s sensitivity to syntac-
tic and semantic information in ASAG student an-
swers, as well as a confounding (and potentially
exploitable) length effect. Experiment 1 (Sec-
tion 4) investigates the system’s reaction to re-
moval of syntactic information (namely, word or-
der and function words). Experiment 2 (Section 5)
explores the extent of the system’s reliance on con-
tent words from different word classes and its ro-
bustness in case they are removed. Finally, Exper-
iment 3 (Section 6) investigates the impact of input
length.

We find that the model uses syntactic informa-
tion (such as word order and function words for
English), but its loss is not catastrophic for model
performance. Removing nouns from the input data
has the most tangible effect in Experiment 2, re-
ducing the model’s ability to identify a correct an-
swer to 50% (when a human grader would likely
be similarly affected). These results underscore
that the model does rely on the meaning of the
short answers to arrive at its grade prediction, as
we had hoped.

However, we also find that the model is easily
swayed by input length: Longer answers are much
more likely to be graded correct. This pattern is
visible in the training data and clearly picked up
by the model. This result is alarming, since the
length signal is easy to manipulate.

2 Related Work

Traditionally, extensive feature engineering on the
lexical, syntactic and semantic level has been em-
ployed for ASAG (see Burrows et al. (2015) for an
overview). More recently, neural network-based
approaches have been tested, for example in work
by Riordan et al. (2017) using an LSTM (Long
Short-Term Memory, Hochreiter and Schmidhu-
ber (1997)) or by Sung et al. (2019) or Camus
and Filighera (2020) using the Transformer-based
BERT (Devlin et al., 2019) or RoBERTa (Liu
et al., 2019) models.

While Riordan et al. (2017) report that their
LSTM-based model approaches the state of the
art, the BERT-based approach of Sung et al. (2019)
is the first to improve on the state of the art for
a standard ASAG data set. The use of domain-
specific data in pre-training and fine-tuning proves
helpful, but makes performance brittle in un-
known domains. Camus and Filighera (2020)
demonstrate that fine-tuning on tasks related to
ASAG (like Natural Language Inference, where
systems decide whether a hypothesis follows from
a premise) yields more robust improvements, even
though the fine-tuning data has little connection to
the topic domain of the test data.

To date, the state of the art on standard bench-
mark data sets is set by combinations of neural
and traditional machine learning approaches: Saha
et al. (2018) and Sahu and Bhowmick (2020) com-
bine word and sentence embeddings with string-
based similarity methods. Since these approaches
inherit both the need for feature engineering and
for extensive pre-training of the embeddings, they
are harder to re-create for the application of ASAG
methods in teaching practice. We therefore focus
on the Transformer-based models in this paper due
to their comparable ease of use.

BERT and related models have been investi-
gated extensively with different strategies over the
last years, finding that BERT learns syntactic (He-
witt and Manning, 2019; Tenney et al., 2019)
and semantic representations (Ettinger, 2020) that
are generally preserved through fine-tuning for
semantic tasks like paraphrasing (Pérez-Mayos
et al., 2021). However, Hessel and Schofield
(2021) find that on the GLUE tasks (Wang et al.,
2018), BERT is relatively insensitive to shuffling
of the input sentences, which removes many syn-
tactic clues in English. For ASAG, this behaviour
is double-edged: On the one hand, ASAG focuses
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on scoring answer content over answer form, so
insensitivity to shuffled (or syntactically incorrect)
input is an advantage. On the other hand, input
words in truly random order would certainly be
noticed by human graders and could indicate an
attempt at manipulating the grade. Insensitivity to
word order removes the system’s ability to filter
out such answers.

More problematic for the use of BERT-based
models for ASAG are results from Ettinger (2020)
that BERT is insensitive to negation in a word pre-
diction task. For a task like ASAG, the removal or
addition of negation to a student answer will likely
immediately change the correct grade, so sensitiv-
ity to this information is vital.

Adversarial attacks specifically have been a fer-
tile approach for studying neural networks in NLP
in recent years (Zhang et al., 2020). Specifically
for ASAG, Ding et al. (2020) found that attacks
randomly generated from prompt specific words
were more easily accepted by the system, more
so if longer word sequences remained intact and
most readily if the attack was generated by shuf-
fling, since all lexical material is preserved. This
is in line with the results by Hessel and Schofield
(2021) and points to semantic association at the
core of ASAG performance.

Filighera et al. (2020) identified a number of
two-word trigger sequences that would frequently
switch an ASAG grade from incorrect to correct
when simply prepended to the student answers, in-
creasing the misclassification rate of the attacked
model by about 130-160%. This is a clear attack
vector for grade manipulation, although it does not
guarantee misclassification: Adding the triggers
does not flip classification for any answer but only
for ones that were already somewhat similar to the
target answer.

3 Method

Data We work with two corpora that, to-
gether, constitute the standard English-language
SemEval-20131 data set (Dzikovska et al., 2013),
Beetle and SciEntsBank (SEB). The corpora con-
tain student answers to science domain questions;
Beetle (3.6k answers) was collected from interac-
tions with a tutoring system, while SEB (4.5k an-
swers) stems from a conventional test setting.

1Available from https://www.cs.york.ac.uk/
semeval-2013/task7/index.php%3Fid=data.
html.

Evaluation Both corpora offer in-domain and
out-of-domain test sets. For the in-domain test
sets, additional unseen answers (UA) to questions
from the training set are presented. In addition,
there are also test sets containing completely new
questions and their answers, called unseen ques-
tions (UQ). Finally, for SEB, there are also ques-
tions from an unseen domain (UD).

The task is to determine the human-annotated
grade for a student answer by comparing it to a
given correct reference answer. In the literature,
Beetle is rarely used, since it provides several ref-
erence answers per question. Here, we append
these reference answers into a single input.

We report Macro F1 scores (for comparison to
the literature state of the art) and Accuracy (for
experimental evaluation) on the test sets, using the
binary classification labels. In addition to over-
all Accuracy, we also break down the results into
label-wise Accuracy. Across all data sets, the
incorrect answers are the majority class (con-
sistently at about 60% across all data subsets).

Model We aim to create a model close to the
state of the art. Given the results in Camus and
Filighera (2020), RoBERTabase as well as mod-
els pre-trained on the MRPC paraphrasing task
(RoBERTaMRPC) and the MNLI Natural Lan-
guage Inference task (RoBERTaMNLI ) were sep-
arately fine-tuned on SEB and Beetle.

On a development set comprising 10% of the
training data, we determined the optimal number
of training epochs and compared the results for
three versions of each RoBERTa model based on
different random seeds. The models received a
maximum of 256 tokens per input sentence. We
used the Adam optimiser with an initial learning
rate of 5e-5, and ϵ of 1e-8; batch size for training
was 8. RoBERTaMNLI consistently outperformed
the other model instances on the development set,
so this model (with seed 100 and 6 epochs of train-
ing for SEB and seed 1 or 100 and 6 epochs of
training for Beetle) was chosen.

Table 1 shows that we have succeeded in train-
ing a model that closely matches or numerically
outperforms the state of the art for both corpora
using macro F1: We compare to Saha et al. (2018)
on SEB.2 and report the first results for 2-way Bee-
tle since SemEval-20133.

2Ghavidel et al. (2020) achieved a slightly higher F1 score
for UA at 79.7, but lower scores for UQ and UD.

3Results for the best model for each test set from the top-

Proceedings of the 11th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2022)

116



Beetle SEB
UA UQ UA UQ UD

best SemEval-13 83.3 72.0 76.8 73.7 70.5
Saha et al. 2018 – – 78.6 73.9 70.9
RoBERTaMNLI 89.7 78.1 82.2 74.1 72.1

Table 1: Macro F1 on the test sets for literature benchmarks and RoBERTaMNLI .

Adversarial Attacks We modify the SEB and
Beetle test data in different ways and compare
model performance on the original and modified
data using the difference in overall and label-
specific model accuracy. This strategy allows us to
both show the effect of the attack and to factor in
imperfect model performance on the original data.

We will create attacks to evaluate the model’s
reliance on syntactic and semantic cues. In both
cases, we will remove information from the stu-
dent answers in the official test sets. For syntactic
information, this means removing word order by
shuffling and removing function words (as iden-
tified by the NLTK4 tagger). For semantic infor-
mation, we remove different content word classes
(nouns, verbs, adjectives and adverbs). Since our
strategy shortens the original student answers, we
also closely look at the influence of answer length
(by duplicating the original answers and by gener-
ating synthetic answers in different length bands).

If our attacks impair the model’s ability to
recognise the correct student answers, we expect
a drop in overall prediction Accuracy, and more
specifically, a strong decrease in prediction Accu-
racy for originally correct items (below, Acccorr)
and possibly an increase in Accuracy for originally
incorrect items (Accincorr). If the model’s ability
to recognise incorrect answers suffers, overall pre-
diction Accuracy will drop as well, but this time
driven by lower Accincorr.

4 Experiment 1: Syntax

Our first experiment tests the impact of deleting
syntactic information from the student answers.
We try two strategies: Shuffling the input data (so
word order information is lost), and deleting all to-
kens not belonging to the noun, verb, adjective and
adverb classes: for example, pronouns, determin-
ers, prepositions or conjunctions. In a third attack,
we delete non-content tokens and shuffle. Sample
attack items can be found in Table 2.

ranked Heilman and Madnani (2013) and Ott et al. (2013).
4https://www.nltk.org/

Table 3 shows the results: Shuffling and delet-
ing non-content words both lead to lower Accu-
racy scores for both corpora (the table shows ∆
Accuracy to the unaltered test data). The effect in-
creases when we combine the attack strategies and
the student answers are reduced to bags of content
words.

Interestingly, the Beetle model is much more
sensitive to the attack than the SEB model. Inspec-
tion of the data shows that Beetle contains many
questions on opened and closed electrical circuits,
where the direction of relations like connected-to
is highly relevant and often signalled through syn-
tactic means. Possibly, this is why model perfor-
mance is hurt so much when syntactic signals are
removed.

We look at the label-specific Accuracy results
(see Table 6) to determine the cause of the ob-
served drops in overall Accuracy. The results can
be summarised as follows: As hypothesised, the
drop in overall Accuracy is driven for both cor-
pora and all test sets by a strong shift towards
always predicting incorrect. For instance, look-
ing at the most extreme attack of shuffle+content
only, the label-specific Accuracy for correct in-
stances drops by 50 percentage points for Beetle-
UA while the label-specific Accuracy for incorrect
rises by almost seven percentage points. The pic-
ture for Beetle-UQ is similar, and while the drops
are generally less dramatic for SEB, the pattern
is the same. Acccorr drops by about 13 points
for SEB-UA and -UD (and by 33 points for SEB-
UD), Accincorr rises by 2-3 percentage points.
This means that almost half of the bags of content
words created by the attack are now so dissimilar
to the reference answers that the models no longer
recognise them as a correct answer.

In sum, the impact on the Accuracy of grading
correct student answers is quite strong across all
test sets, demonstrating that the RoBERTa mod-
els do use syntactic information in their decision-
making. However, for the SEB model, the lack
of syntactic cues is never catastrophic: The ma-
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Syntax and Semantics Attacks Length attacks

Original there is a damaged bulb Original there is a damaged bulb

Syntax: Shuffle bulb there damaged is a Rand. Short was path in is or is closed has incorrect

Syntax: delete Non-Content is damaged bulb Rand. Avg. a affect terminal terminal by bulb [...] (34 words)

Semantics: delete Nouns there is a damaged Rand. Long a and c path state difference bulb [...] (93 words)

Semantics: delete Verbs there a bulb Duplicate there is a damaged bulb there is a damaged bulb

Table 2: Adversarial attack items for syntax, semantics and length (Rand: randomly generated) attacks (Beetle).

Beetle SEB
UA UQ UA UQ UD

Test data 89.7 78.1 82.2 74.1 72.1
Shuffle -9.3 -7.2 -3.7 -2.2 -1.8
Content only -9.5 -6.4 -4.4 -0.3 +0.5
Both -16.1 -11.2 -3.7 -7.3 -1.5

Table 3: Exp.1: Removing syntactic information:
Shuffling and removing non-content words from the
SEB and Beetle Unseen Answer (UA), Unseen Ques-
tion (UQ) and Unseen Domain (UD) test sets, overall
∆ Accuracy (lowest result in boldface).

jority of correct student answers is still recog-
nised based on shuffled content words only. For
ASAG this means that a relevant combination of
content words still has a chance of being recog-
nised as a correct answer even if it is not syntac-
tically correct. This potentially helps non-native
speakers and is in line with the focus on content in
ASAG. Looking at the attack items in Table 2, it
is likely that human graders would be able to in-
terpret some of these answers and grade them as
correct, as well - we did not investigate this point
further, however.

5 Experiment 2: Semantics

In Exp. 1, we probed the influence of syntactic in-
formation by excluding all non-content words. In
Exp. 2, we ask about the relative importance of
the different classes of content words instead. We
create four different sets of attack items by selec-
tively removing all nouns (or verbs, adjectives or
adverbs) as identified by the NLTK tagger. We
hypothesise that nouns and verbs furnish the most
crucial information for correct grading, so remov-
ing them from the test set answers should affect
grading Accuracy most. Negation expressed by
“not” will be removed with the adverbs, so grading
may suffer in this case, as well (since the mean-
ing of the student answers will be substantially
changed by the deletion).

Beetle SEB
UA UQ UA UQ UD

Test data 89.7 78.1 82.2 74.1 72.1
No Adj -7.7 -4.8 -7.6 -1.7 -2.1
No Adv -5.2 -2.2 -1.5 -3.0 -0.2
No Nouns -10.2 -14.5 -8.3 -3.8 -2.3
No Verbs -4.3 -0.7 -4.8 +0.4 -3.5

Table 4: Exp.2: Removing various content word
classes from the SEB and Beetle Unseen Answer (UA),
Unseen Question (UQ) and Unseen Domain (UD) test
sets, overall ∆ Accuracy (lowest result in boldface).

We find a clear impact of removing content
words (see Table 4), with the greatest effect from
deleting nouns (while the SEB-UD model does
worst without verbs). For three out of five test
sets (Beetle-UQ and SEB-UA and -UD), the per-
formance drop from removing nouns is larger than
when syntactic information was removed. This
performance drop is again caused by a tendency
of the models to label the attack items as incorrect,
which is visible in Table 6 across all data sets and
for all content-word classes. This is plausible, as
the student answers become very hard to interpret
for humans, as well (cf. the sample item “there is
a damaged” in Table 2).

Removing adverbs, and thereby negation ex-
pressed by “not”, at first glance seems to be less
damaging than removing adjectives and much less
so than removing nouns and verbs. However, note
that not all student answers contain adjectives and
adverbs in the first place, so fewer changes are
made to the test data. The fact that we still see
a noticeable effect speaks to the semantic impor-
tance of these word classes in the student data. As
for the syntactic attack items, it would be interest-
ing to see whether humans and the models accept
and reject the same attack items to gauge the im-
portance of the word classes to human interpreta-
tion versus machine grading.

We also see that model performance strongly
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Beetle SEB
UA UQ UA UQ UD

Test data 89.7 78.1 82.2 74.1 72.1
Repeat 1x -9.1 -6.8 -5.2 -4.1 -4.8
Repeat 2x -14.3 -10.8 -9.6 -14.1 -8.5
Rand. Short – 97.5 – – 95.5
Rand. Avg. – 89.9 – – 83.0
Rand. Long – 43.0 – – 33.0

Table 5: Exp.3: Testing the influence of answer length:
Repeating answers from the SEB and Beetle test sets
and randomly generated input sequences in three length
bands; overall ∆ Accuracy to test data (absolute Accu-
racy for randomly generated input).

deteriorates in the UA setting for both corpora
(and for Beetle-UQ). We hypothesise that perfor-
mance in the UA setting, where the model sees
new answers to questions encountered in train-
ing, depends on keyword spotting more than in
the UQ and UD settings. This is consistent with
the well-established deterioration of performance
on the unaltered test sets when moving away from
the UA setting.

The model’s remaining robustness towards re-
moval of content words (after all, about 50% of
correct answers are still recognised by the SEB
RoBERTa model even if nouns are removed) may
be rooted in RoBERTa’s masked pre-training task
which specifically teaches the model to recon-
struct missing input.

Again, this result is reassuring in the context
of ASAG: The model uses information from all
groups of content words and is more likely to re-
ject as incorrect inputs with some missing content
words.

6 Experiment 3: Input Length

When we remove content words, we also shorten
the input. At the same time, answer length is cor-
related with grade in the training data: correct
Beetle answers have a median length of 54 charac-
ters (min: 3, max: 367), while incorrect answers
are only 41 characters long in the median (min: 0,
max: 256). For SEB, the numbers are 60 charac-
ters (min: 4, max: 532) for correct and 51 (min:
2, max: 413) for incorrect answers. Therefore it is
relevant to ask whether the models pick up on this
correlation.

We use two strategies to probe sensitivity to
length while keeping the meaning of the utterances

constant: One is to repeat the student answer, thus
doubling or tripling the input in length without
making a change to its meaning. The other is to
randomly generate synthetic test items of different
lengths (but without discernible meaning). More
specifically, we build an attack set with synthetic
length-controlled items generated randomly from
the vocabulary of the Beetle-UQ and SEB-UD test
sets (which are most different from the training
data). We generate 200 attack items for each of
three length classes: Short attack items are in the
range between the minimum and median length
of all relevant answers, average-length items are
in the range of the first to third quartile and the
length of long items is between the median and
maximum lengths for the test sets. All of these at-
tack items should be rejected as incorrect by the
model since they are nonsensical (see Table 2 for
sample items).

The results are shown in Table 5. Repeat-
ing each student answer once (doubling the an-
swer length) or twice (tripling the answer length)
clearly reduces model Accuracy. However, the re-
sult pattern at label level is inverted to the first
two experiments (see Table 6). Now, Acccorr
increases for double- and triple-length answers,
while Accincorr drops by more than 20 percent-
age points for all corpora. The model now accepts
answers more easily the longer they are, although
their content has not changed.

We turn to the length-controlled synthetic items
to gauge the effect of submitting short items
(which we could not probe in the replication attack
without modifying answer meaning). The syn-
thetic items show that the shortest inputs are in fact
labelled incorrect even more frequently than the
average length ones, so short items are somewhat
at a disadvantage (the table shows absolute overall
Accuracy). Long items are again labelled correct
with very high probability (leading to low Accu-
racy, since all synthetic items are incorrect), and
this effect is much stronger than the disadvantage
for short items. This is a concerning finding for
ASAG, since item length can easily be influenced
by test-takers independent of their understanding
of the task.

7 Word Deletion Attacks and Length

Given the results from Exp. 3, we need to re-
consider our strategies and results in Exp. 1 and
2, where our attacks rely on deleting words from
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Beetle SEB
UA UQ UA UQ UD

corr incorr corr incorr corr incorr corr incorr corr incorr
Test data 88.6 90.5 62.5 89.5 75.1 87.6 86.6 74.7 73.4 74.5
Shuffle -30.1 +5.5 -23.3 +4.4 -4.7 -2.9 +0.2 -3.2 -1.0 -3.0
Content only -31.8 +5.3 -25. +2.0 -10.7 +0.3 -19.3 +3.8 -7.8 +3.1
Both -50.6 +6.8 -37.5 +7.8 -12.6 +2.3 -32.8 +1.2 -13.0 +3.5
No Adjs -22.7 +2.2 -16.0 +3.1 -19.7 +2.6 -31.1 +9.8 -15.8 +4.5
No Advs -14.8 +1.7 -8.1 +2.0 -1.3 -1.6 -22.1 +1.0 -6.1 +0.7
No Verbs -13.0 +1.5 -7.3 +4.0 -11.6 -1.0 -20.5 +5.6 -21.8 +6.5
No Nouns -30.6 +2.2 -39.2 +3.3 -22.7 +2.6 -36.4 +9.6 -27.4 +12.5
Repeat 1x +2.3 -16.7 +11.9 -20.4 +7.9 -15.0 -4.5 -13.1 +5.4 -15.6
Repeat 2x +6.3 -28.1 +16.2 -30.6 +13.8 -27.0 +1.6 -23.0 +10.6 -25.8

Table 6: Exp.1-3: Label-wise ∆ Accuracy for different types of answer manipulation on the SEB and Beetle
Unseen Answer (UA), Unseen Question (UQ) and Unseen Domain (UD) test sets (lowest result per column in
boldface).

the student answers, thereby shortening them. In-
deed, we found for both experiments that the mod-
els showed a tendency to reject the modified stu-
dent answers, which could now also be explained
by their shorter length. Recall, however, that the
results for deleting non-content words in Exp. 1
were backed up by the shuffle attack, which pre-
serves length.

In order to gauge the effect of length reduction
in the word deletion attacks, we re-ran the ex-
periments after replacing each non-content word
rather than deleting it – e.g., nouns by “thing”,
verbs by “do”, and non-content words by the parti-
cle “to” or, alternatively, any deleted word by “—”
The attack items kept their length in this way.

Across all data sets and attacks, we found that
replacing content words with valid lexical items
generally further reduces model performance. Re-
placing words distorts the sentences even more
strongly than just deleting them, because no guess-
ing or filling in the blanks is possible (which
is the task RoBERTa was trained to do during
pre-training). There is very little difference be-
tween deleting words and replacing them by “—”
placeholders, except that the extremely low per-
formance for Beetle-QA in Exp. 2 is mitigated to
something closer to the SEB performance. We
therefore conclude that any length effect con-
founded with the deletion attacks is minor. This
is supported by our observation that short an-
swers are somewhat more likely to be graded
incorrect, while long answers are much more
likely correct (so the effect is smaller for

shorter answers). Therefore, we believe that the
results from Exp. 1 and 2 are not due to the length
effects of the word deletion strategy but indeed to
the loss of syntactic or semantic information from
the student answers.

8 Conclusions

Across our three experiments, we have observed
the performance of the RoBERTaMNLI model on
the SAG task using the SEB and Beetle corpora.

A first, striking insight across all three exper-
iments is that the size of the impact of our at-
tacks differs strongly between corpora, while the
general patterns stay the same. Removing syntac-
tic information causes the models to label previ-
ously correct student answers as incorrect, but the
model fine-tuned on SEB is much more forgiv-
ing and ready to retain the correct label than the
Beetle model. The same is true for removing se-
mantic information. This result shows how much
of SAG model performance depends on the fine-
tuning and test data and how misleading it can be
to generalise insights from one data set to another.

Second, we saw clear evidence of RoBERTa’s
sensitivity to syntactic information in Exp. 1 – re-
moving structural and word order clues causes the
model to no longer accept originally correct stu-
dent answers in many cases. This is plausible,
since the student answers also become harder to
interpret for humans. Model performance is not
completely impaired, however, so slightly imper-
fect syntax will likely not preclude a correct grade.

Removing semantic information (even when ut-
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terance length is preserved) in Exp. 2 is similar.
When nouns are removed, only about 50% of all
correct student answers are still recognised (for
both Beetle and SEB) – understandably so, as
the meaning of the answers is strongly distorted
also to humans. Removing all other classes of
content words showed similar effects; normalis-
ing the results by the number of affected student
answers per manipulation in order to more accu-
rately weight the influence of the word classes re-
mains for future work.

Confirming that the RoBERTa models are sensi-
tive to the syntax and semantics of student answers
is reassuring in the context of ASAG. However,
the strong length effect shown in Exp. 3 is very
concerning for a SAG model, since it is clearly in-
dependent of content and could be used to gain an
unfair advantage. Any serious use of the models as
they stand should therefore install safeguards, for
example a human review of all unusually long an-
swers. In the long run, adversarial training (Madry
et al., 2017) could be employed to mitigate the
length effect.

While we carry out our experiments on one spe-
cific model (RoBERTa), the effects we find are
likely to generalise to other Transformer-based
ASAG models because they appear to stem from
the training data and training regime. Further, the
effect of insensitivity to word order (Hessel and
Schofield, 2021) has been observed for another se-
mantic task in previous work and the importance
of semantic information (in terms of the choice of
question-relevant lexical material) is also observed
in (Ding et al., 2020).

In both Exp. 1 and 2, we were as yet unable to
answer the question whether the attack items that
were still accepted as correct by the models would
also be acceptable to human graders or whether
they are completely spurious. Comparing human
and machine grades for these attack items is an-
other interesting avenue for future work.
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Abstract

Morphological inflection is known to be dif-
ficult to master for L2 learners. In this pa-
per, we examine the state of the use of inflec-
tion in the verbal tense system among learn-
ers of French, and contrast it with the use in
FFL textbooks. The objectives of our study are
threefold: 1) To establish the distribution of
verbal tenses on French textbooks in an auto-
matic way, in order to obtain the first fully em-
pirical and extensive resource on French ver-
bal tenses; 2) To objectively describe the use
of verbal tenses by learners of different CEFR
levels; 3) To identify the tenses that learners
struggle with. Through the description of the
use of the tenses in the learners, we found that
they had difficulty with the past perfect indica-
tive, even at advanced levels. The proposed
Verb Profile summarizes which tenses should
be understood at which level, and as such can
guide teachers and learners, as well as help
pinpoint tenses that learners are underperform-
ing on.

1 Introduction

In second language acquisition (SLA), the con-
struct of complexity is frequently used to mea-
sure learner development (Bulté and Housen,
2012; Pallotti, 2015) and has been mainly ad-
dressed through lexicon and syntax. Measures of
morphological complexity, on the contrary, have
been overlooked to some extent, as argued by
De Clercq and Housen (2019). Yet studies remind
us that learning morphological inflection remains
a challenge even for advanced learners (DeKeyser,
2005; Larsen-Freeman, 2010; Lardiere, 2016),
and, for morphologically rich languages such as
French, the use of morphological complexity mea-
sures seems even more justified (Brezina and Pal-
lotti, 2019).

Furthermore, beyond the field of complexity,
there are a number of studies and theories that fo-
cus on morphological development of learners and

discuss the development of language and its or-
der of acquisition (Dulay and Burt, 1974; Piene-
mann, 1998; Bartning and Schlyter, 2004). For
French, a large part of the morphological com-
plexity lies at the level of the verbal system and
the inflectional morphology of verbs (De Clercq
and Housen, 2019, p. 76). Among the many fea-
tures of verbal inflection, the verb tense is one of
the main components of the complexity of the sys-
tem. Therefore, in this study, we focus on the ac-
quisition of morphological inflection in relation to
verbal tenses in learners of French as a foreign lan-
guage (FFL).

Here is a list of the tenses existing in French
(Grevisse and Goosse, 2007) and the moods that
invariably accompany them:

• Indicative: present, imperfect, simple past,
past perfect, double compound past, pluper-
fect, double compound pluperfect, anterior
past, simple future, anterior future or future
perfect, and double compound future perfect;

• Conditional: present and past;1

• Imperative: present and past;

• Subjunctive: present, past, double compound
past, imperfect, and pluperfect;

• Infinitive: present, past, and double com-
pound past;

• Participle: present, past, past perfect, and
double compound past;

• Gerund: present and past.

For second language learning, it is clear that one
cause of difficulty is related to L1 interference;

1Grevisse and Goosse (2007, p. 980) classify the tenses of
the conditional mood within those of the indicative, following
the tendency of the linguists. However, in this article, we
distinguish them, because this is normally the case in the FFL
textbooks.
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however, examinations of learners’ actual use of
the language have revealed that many errors come
from the target language itself, not from the L1
(Richards, 1970). Since then, the focus has been
on the similarities that L2 learners have, regardless
of their L1 (Spada and Lightbown, 2020, p. 118).

There are many theories about the learning steps
that learners are generally expected to follow. One
of the most representative theories is the Pro-
cessability Theory (PT) proposed by Pienemann
(1998). It is a theory that formally predicts which
structures can be processed by the learner at a
given level of development based on human psy-
cholinguistic constraints on language processing.
Table 1 presents the order of development accord-
ing to this theory:

Order of
develop-
ment

Processing
procedures

Structural out-
come

5 Subordinate
clause proce-
dure

Main and
subordinate
clause

4 S-procedure Interphrasal
information
exchange

3 Phrasal proce-
dure

Phrasal in-
formation
exchange

2 Category pro-
cedure

Lexical mor-
phemes

1 Word or
lemma access

Words

Table 1: Processing procedures and their structural out-
come according to PT (based on Tables 1 and 2 in
Pienemann and Håkansson (1999))

However, it is not possible to explain in detail
the sequence of acquisition of each linguistic phe-
nomenon (or grammatical rule), because PT only
has five steps and therefore lacks granularity for
this purpose. For example, if we apply this theory
to verbal tenses, which are the focus of this pa-
per, simple tenses – composed of a single verb –
belong to the second stage, because they are pro-
cessed in the word category. On the other hand,
compound verbs, which are composed of an aux-
iliary and a verb, are at stage 3 (sentence level,
beyond the word category). Therefore, according
to PT, simple verbs are acquired at an earlier stage
than compound verbs. The fact that the French in-

dicative present is easier than the indicative past
perfect is indeed consistent with FFL teachers’
practices. However, it is unlikely that all simple
tenses, such as the simple past, are easier than the
past perfect. In addition, PT does not tell us which
tense is acquired first among simple or compound
tenses.

Pragmatically, what L2 teachers and learners
are interested in is to know which linguistic ele-
ments should be mastered at what stage of learn-
ing. After the introduction of the Common Eu-
ropean Framework of Reference for Languages
(CEFR; Council of Europe 2001) in 2001, this
framework became widely used in Europe as well
as the proficiency scale of the CEFR. The CEFR
scale provides “can-do” descriptors for the five
skills (listening, reading, two subcategories for
speaking, and writing) spread over six levels (A1
to C2). However, since the CEFR was developed
to be compatible with different European lan-
guages, these “can-do” descriptors remain rather
general and do not specify the details correspond-
ing to each language (Hawkins and Buttery, 2010,
p. 2). As a result, a number of research projects
have attempted to link precise lexical or grammat-
ical elements to the CEFR scale for various lan-
guages, as outlined in Section 2.

In the present study, we attempt to explain the
acquisition of morphological inflections of verbal
tenses by FFL learners. We use an empirical ap-
proach that relies on two datasets (textbooks and
learners essays) and natural language processing
(NLP) techniques to automatically annotate the
large amounts of data. We hope that this approach
will lead to more robust and generalizable results.
Our research questions are:

1. In the corpus of FFL textbooks, which
verb tenses appear at which CEFR level?
Based on analysis of a textbook corpus, we
will study the distribution of tenses accord-
ing to the CEFR levels. Then, we will pro-
pose a “Verb Profile”, a resource which will
be the first fully empirical and extensive re-
source describing the distribution of verbal
tenses in FFL pedagogical texts.2

2. How do learners at different levels use ver-
bal tenses?
In the long term, we plan to also establish the

2The name “Verb Profile” was chosen based on existing
grammar profiles, of which it can be seen as a subcomponent.
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“Verb Profile” of learners based on a large
amount of written production data. In this pa-
per, as a first step, we attempt to describe the
use of tenses by FFL learners using a manual
annotation of a small corpus of written pro-
ductions. We will also discuss the challenges
of using NLP for the automatic identification
of verbal tenses.

3. Which tenses do learners have difficulties
with?
Inspired by the CEFR-J project (Tono, 2013),
in case the learners have made some errors
with the tense forms, we will also anno-
tate the form that they should have written.
These annotations will allow us to identify
the tenses causing the most difficulties to
learners.

The next section (Section 2) describes previous
work on grammatical profiling of learners and on
the acquisition steps of the morphology of verb
tenses. It is followed by Section 3, which de-
scribes our research object, the corpus used, and
the two annotation methods (automatic and man-
ual). Section 4 presents the results of the textbook
and learner data analysis respectively. Then, in
Section 5, we enter into a discussion of the results
and future research perspectives, and we conclude
this paper in Section 6.

2 Related work

In both SLA and NLP, English is the dominant
language in research, and this is also the case
for grammar profiling projects. We can there-
fore mention several projects for English, such as
the Core Inventory for General English by British
Council (North et al., 2010), the English Grammar
Profile3 (O’Keeffe and Mark, 2017), the Pearson’s
Global Scale of English4, and CEFR-J (Tono,
2013).

For French, there is a limited amount of work,
including the study of Bartning and Schlyter
(2004), the reference level descriptors (RLD)
of Beacco and his collaborators (Beacco, 2008;
Beacco and Porquier, 2007; Beacco et al., 2011,
2004; Riba, 2016) and the reference level descrip-
tors of North (2015).

Bartning and Schlyter (2004) are among the
first that summarized the acquisitional stages in

3http://englishprofile.org
4https://www.pearson.com/english

the style of a grammatical profile, by analyzing
a corpora of Swedish FFL learners’ oral produc-
tion with an empirical perspective. Based on these
stages, they described French grammatical phe-
nomena from the morphosyntactic point of view,
specifying the phenomena expected at each devel-
opmental stage, from beginners (level 1) to Quasi-
natives (level 6).

As mentioned in the introduction, it is worth re-
membering that the CEFR descriptors lack a de-
tailed description of acquisitional stages for the
linguistic phenomena. To overcome this prob-
lem, the Council of Europe, which published the
CEFR, also supported the creation of Reference
Level Descriptions (RLDs) with the aim of of-
fering more detailed language guides (Abel 2014,
p. 112; Dürlich and François 2018, p. 873). The
French version of the RLD is the referentials of
Beacco and collaborators (Beacco, 2008; Beacco
and Porquier, 2007; Beacco et al., 2011, 2004).
Their RLD describe, for each level of the CEFR,
the linguistic phenomena that are supposed to be
mastered, and organize them within several dis-
tinct categories (basic lexicon, specialized notions,
syntactic structures, phonemes, graphemes, func-
tions, etc.). However, in the end, the knowledge of
experts seems to often have been the primary crite-
rion influencing the decision to assign a given lan-
guage item to a given level (Dürlich and François,
2018).

According to North (2015, p. 5), what we teach,
what learners can do, and what we measure in ex-
ams are not the same. Beacco et al.’s RLD have not
sufficiently resolved the teachers’ question about
what content to teach at what level of the CEFR
(North, 2015, p. 5), as they focus more on what
learners are supposed to be able to do. North’s
work, then, focused on activities within the class-
room. With the goal of making the CEFR acces-
sible to teachers and learners, he established the
linguistic inventory of key content for levels A1 to
C1. These key elements were determined through
the analysis of several types of data: the CEFR
descriptors, some curricula, the French RLD and
other similar sources, as well as a survey ad-
dressed to FFL teachers. By outlining these key
contents, North’s work provides teachers with sup-
port for selecting classroom activities and learners
with support for independent learning.

In Appendix A, we have summarized the ac-
quisitional stage of the French moods and tenses
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as described in these three studies. Based on the
comparison of these resources, we can say that
Bartning and Schlyter (2004)’s study is interest-
ing in that the results are based on actual learner
data. However, because the tenses discussed are
not comprehensive, we cannot see the overall pic-
ture of verb acquisition for French. In addition,
the results are not aligned with the CEFR scale, so
they do not address recent needs. In contrast, be-
ing based on the CEFR, Beacco and North’s RLD
are more applicable to practical situations. In ad-
dition, they cover many elements. Nevertheless,
their inventories are based on various sources of
information, including expert or teacher opinion,
but not on large corpora. References of this na-
ture are very informative in some respects, but it
is not clear whether that they accurately reflect us-
age in textbooks and by learners. Thus, to the best
of our knowledge, there is no study that is at the
same time data-driven, comprehensive, and based
on the CEFR scale. This study attempts to fill this
gap by applying NLP to this challenging issue.

3 Methodology

In this section, we first describe the study proper
(3.1). We then give an overview of the corpora
used (3.2), the automatic annotation pipeline (3.3),
and conclude with a description of the manual an-
notation process (3.4).

3.1 Overview of the study
Our study focuses on the use of verbal tenses in
French. It is therefore necessary to define our ob-
ject of study, that is, the tenses that will be the
subject of our analysis. Among the tenses we pre-
sented in the introduction, the double compound
tenses, the participles and the gerund have been
excluded from our study for the following reasons:

• Double compound tenses: They are almost
never used and are not taught in French text-
books.

• Participles: Present and past participles be-
long to one of the grammatical categories that
are difficult to classify because of the ambi-
guity between the participle and the adjec-
tive, when they are in epithet (after nouns)
or predicate position (after the verb être
‘to be’).5 Moreover, by performing tests

5“The past and present participles, which by their nature
can be used as epithets, are often confused with adjectives”
(Grevisse and Goosse, 2007)

that we will detail later, we observed that
parsers/taggers sometimes detect nouns that
end in ant (e.g. étudiant ‘student’, enseignant
‘teacher’, etc.) as present participles, which
would bias the results. Therefore, the present
participle was also excluded.

• Gerund: The gerund consists of the preposi-
tion en and a present participle. It is difficult
to find the link between these two elements
automatically. This is an area for improve-
ment that can be explored in the future.

Thus, we look at 18 tenses in this paper.

3.2 Corpus
In this study, we use two corpora: the first one is a
FFL corpus of textbooks, and the second one is a
French learner corpus.

The textbook corpus is identical to the one used
in the study by Yancey et al. (2021). The cor-
pus contains 20 textbooks published since 2015, as
well as the Annales du niveau C publicly available
on the Internet.6 The selected texts target read-
ing comprehension tasks, and the CEFR level as-
signed to them is that of the textbook from which
they were taken. In total, the corpus contains 2769
texts distributed over five levels (A1 to C) – levels
C1 and C2 having been merged –, for a total of
369,170 words, as detailed in Table 2.

Level Texts Words Books

A1 764 48,639 6
A2 865 77,255 6
B1 507 82,728 4
B2 345 81,171 3
C 288 79,377 3

Total 2769 369,170 22

Table 2: Number of texts, words and textbooks by level
in the textbook corpus

The learner corpus includes written productions
from the TCF exam (Test de connaissance du
français).7 In this exam, candidates respond to
three tasks, which are varied in topic and can be
given to candidates of any level. Such a corpus

6https://www.france-education-interna
tional.fr/diplome/dalf/exemples-sujets
http://www.delfdalf.fr/exemples-sujets-
dilf-delf-dalf.html

7The data was obtained through an agreement with France
Education International and currently cannot be published.
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is advantageous in that we can compare data pro-
duced by learners of various levels on the same
tasks. First of all, it should be noted that each an-
swer was evaluated by two or three trained evalua-
tors, which provides a reliable CEFR level for each
production. Moreover, the corpus also includes
the candidates’ usual language. We selected texts
written by learners of five common but different
languages, namely Arabic, Chinese, English, Rus-
sian and Spanish. Then, we extracted prototypical
productions, i.e. those productions whose levels
assigned by the two evaluators are the same and
whose rounded Multi-faceted Rasch Analysis val-
ues correspond well to the level assigned by the
evaluators.8 Concerning the levels, having com-
bined the C1 and C2 levels which were poorly rep-
resented in some of our five languages, we obtain
five different levels (A1, A2, B1, B2 and C), fol-
lowing the example of the textbook corpus. Fi-
nally, as the topic of the tasks can influence the
use of verbal tenses, we controlled for the num-
ber of tasks oriented towards the past (e.g. telling
about one’s last weekend), the present (e.g. talking
about one’s preferences about something such as
how to shop (online or on the spot)) and the future
(e.g. proposing an activity to friends). In concrete
terms, in the 25 prepared sub-corpora (i.e. five lev-
els for each of the five common languages), we
randomly selected texts from a larger corpus and
retained texts until we had two per task type (past,
future and present).9 Table 3 gives an overview
over the learner corpus used.

Level Texts Words

A1 26 1253
A2 30 1452
B1 30 2793
B2 30 3002
C 30 2943

Total 146 11,443

Table 3: Number of texts and words by level in the
learner corpus

8Multi-faceted Rasch Analysis (Linacre, 1989) is used to
calculate an adjusted score for each production which takes
into account rater severity and test taker competence.

9On the lowest level A1, there were not enough future-
oriented tasks. This is why the number of texts in this level is
26 instead of 30.

3.3 Automatic annotation

In order to process large amounts of data, we cre-
ated a script that identifies verbal tenses automat-
ically based on several automatic language pro-
cessing tools that we evaluated. We first per-
formed a preliminary evaluation with five pop-
ular parsers and taggers, namely Stanza (Qi
et al., 2020), UDpipe (Straka and Straková,
2017), spaCy (Honnibal et al., 2020), TreeTagger
(Schmid, 1994), and RNNtagger (Schmid, 2019).
In this preliminary study, we noticed that both
UDpipe and RNNtagger failed at detecting sev-
eral verbs. TreeTagger seemed promising, but its
main limitation lies in the fact that it is a tagger
and not a parser (i.e., it lacks the dependency in-
formation which is necessary to detect compound
tenses). Following this preliminary analysis, we
performed a more detailed evaluation of Treetag-
ger, Stanza and spaCy. For this purpose, we pre-
pared 10 sentences for each tense to be detected.
The sentences were selected from French gram-
mars (Asakura, 2002; Beacco et al., 2004; Cher-
don, 2005; Grevisse and Goosse, 2007; Machida,
2015); we choose sentences that were as diverse as
possible at the lexical level (both verbs and auxil-
iaries), at the usage level (complex sentences, as
well as basic sentences that are suitable for lan-
guage learners) and at the syntactic level (with or
without adverbs such as negation, and inversion).

However, none of the taggers and parsers used
in this study can detect French compound tenses,
and, except for a system described in de Alencar
(2017) that focuses on identifying the past perfect
and passive constructions, but seems to be unavail-
able at the time of writing, we are not aware of
previous work focusing on the detecting of com-
posed tenses in French. Hence, we created a cus-
tom script that identifies compound tenses based
on dependencies and part-of-speech information.
The script identifies dependencies between auxil-
iary verbs and participles and uses a set of rules
to derive the composed tense. While not a focus
of this study, we included the detection of pas-
sive tenses, since they sometimes resemble active
tenses and thus might lead to erroneous counts.

Based on this comparative evaluation of the
three tools, we chose spaCy as main parser, Tree-
Tagger for the present conditional and imperfect
subjunctive, and Stanza for the past imperative.
Table 4 shows the recall, precision and F1 score of
the final script. The script can be accessed through
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a dedicated web interface.10 The low precision
for ind pres and sbj pres may be due to the fact
that many verb forms of these tense have identical
surface forms (e.g., qu’il marche-SBJ PRES and il
marche-IND PRES). Furthermore, we noticed that
sbj pres was often mistagged as sbj imp.

Tense Recall Precision F1 score

Simple tenses

ind pres 1 0.56 0.71
ind imp 1 1 1
ind ps 0.8 1 0.89
ind fs 1 1 1
cnd pres 1 1 1
impe pres 0.7 0.85 0.78
sbj pres 0.8 0.5 0.61
sbj imp 0.9 1 0.95
inf pres 1 1 1

Compound tenses

ind pc 1 1 1
ind pqp 0.9 1 0.95
ind pa 0.9 1 0.95
ind fa 1 1 1
cnd pass 1 1 1
impe pass 1 1 1
sbj pass 0.9 0.9 0.9
sbj pqp 1 1 1
inf pass 1 1 1

Table 4: Precision, recall and F1 score on the different
tenses

3.4 Manual annotation

We will first perform the annotation of verbal
tenses in both corpora using our script. However,
since automatic language processing tools are de-
veloped on the basis of well-formed data, it is to
be expected that learner corpora, due to the in-
clusion of errors, will lead to annotation errors
(Granger, 2011; Štindlová et al., 2011; Krivanek
and Meurers, 2013; Rubin, 2021; Volodina et al.,
2022). Therefore, we decided to also manually an-
notate the learner corpus.

According to Volodina et al. (2022, p. 152), a
common pitfall when annotating learner corpora
is to start by annotating what the learners meant,
which is subjective in nature, rather than objec-

10https://cental.uclouvain.be/verbprof
ile

tively describing what was used. Therefore, we
started with manual annotation by scrupulously
respecting the forms that the learners produced.
That is to say, when we found a correctly written
verb whose conjugated form exists, we annotated
this verbal tense in square brackets ([ ])11, regard-
less of whether its usage in relation to the context
is correct or not. In this step, we did not take into
account the learners’ intention in order to capture
only what they are able to produce.

(1) Je vous écris [ind pres] pour vous informer
[inf pres] que la fête du sport aura [ind fs]
lieu dans ma ville le 01/04/2022. (C-fut-
chi2)12,13

As has been done in the CEFR-J project, it
would also be interesting to clarify what the learn-
ers wanted/needed to produce. In addition to the
annotation that was based purely on form, we
chose to include additional information. In some
cases, it is clear that the verb form used was not
the one that the learners were trying to use. That
is, when the verb is in a form that exists but its us-
age is grammatically incorrect, due to errors such
as a spelling mistake and/or a lack of grammatical
competence, we added the error label E! or E. The
former was added when the conjugated form that
the learner wanted/needed to write was identifi-
able. In this case, we added next to it the tense they
would have wanted/needed to write in curly braces
({ }).The second was used when the learner’s in-
tention was not certain or when the verb has no
subject, except in the imperative form. As ex-
plained above, the present and past participles are
not included in this study. However, it happens
that the learner writes a verb in the participle when
they probably wanted to form another verbal tense.
In this case too, we annotated it with these labels.

(2) Après j’ai [ind pres E!] fais [ind pres E!]
{ind pc} le longue couries (B1-pre-ang1)

(3) Bonjour, moi ecrı̂te un proposer [inf pres E]
pour tu. (A1-fut-ang1)

11See Appendix B for tense abbreviations used in the an-
notation.

12The label identifies the learners; it is composed of their
level (A1, A2, B1, B2, C), the task orientation (pas for past,
fut for future and pre for present), and their everyday lan-
guage (ang for English, ara for Arabic, chi for Chinese, esp
for Spanish and rus for Russian, followed by the id (1 or 2).

13Since most of the presented examples contain errors that
make their translation difficult to impossible, we have opted
not to gloss the sentences in English.
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(4) J’aime [ind pres] mangé [prt pass E!]
{inf pres} dans le restaurant familial
(B2-pre-ang2)

Sometimes, a conjugated form corresponds to
more than one tense. This is mainly the case of
ambiguity between the present indicative and the
present subjunctive. The subjunctive is mainly
used with the conjunction que. When this ambigu-
ous case occurs without such markers in the situ-
ations mentioned just before (annotation E! or E),
the present indicative was noted as a temporary an-
notation before the correction. The reason is that
it is evident from previous research and our text-
book corpus results presented later that the present
subjunctive is taught and learned later and is much
less frequent than the present indicative.

(5) je aime [ind pres] bien reste [ind pres E!]
{inf pres} avec soliei du campagne (A2-pas-
ang2)

When a misspelled word is found that can be
assumed to be a verb, we have annotated ∅ plus
the correction between curly braces ({ }). This
annotation is only used when the learner’s inten-
tion is deemed sufficiently certain. In the opposite
case, i.e. when we cannot determine the tense the
learner has used, we used the annotation <E>.

(6) Donc j’ai [ind pres E!] règardè [∅] {ind pc}
le netflix (B1-pas-ang-2)

(7) Nous fair <E> le skis fon avec mes enfants.
(A1-pre-rus1)

In cases where it is impossible to tell whether a
word is a verb or another part-of-speech, we added
the label <NV>.

(8) L’ecole est [ind pres] pas lion pour enfant,
just marche <NV> (A1-pre-chi1) [The word
marche can be a noun or a verb.]

Our correction (between { }) acts on the change
of form and mode of the verbs if we can formu-
late a hypothesis based on what the learners have
written. The choice of tense is linked to the writ-
ing style and it is therefore delicate to determine
whether a tense is appropriate or not (e.g. use of
the present tense instead of the past tense). There-
fore, in general, our correction does not change the
tense that the learners used.

As mentioned above, the passive is not included
in our analysis, so we had to distinguish between

passive and active cases. In situations where it was
difficult to judge whether it was a passive or active
voice, we asked three experts to decide. These ex-
perts are native French speakers and have already
worked on projects that also encountered this dif-
ficulty. They annotated one of the two voices,
following the annotation guide we had prepared
based on the definition of voices according to the
Bon Usage (Grevisse and Goosse, 2007) and the
annotation guide of the French Treebank (Abeillé
et al., 2003).

4 Results

In this section, we first describe the results from
the textbook corpus (4.1). We then focus on the
learner productions (4.2), including an in-depth
analysis of both the automatic (4.2.1) and manual
(4.2.2) annotation.

4.1 Textbook corpus

Table 8 in the appendix presents the results of the
automatic analysis of the textbook corpus. To at-
tach a level to a phenomenon, several approaches
have been used, like the first occurrence (Gala
et al., 2014; Alfter et al., 2016), but also threshold
methods (Hawkins and Filipović, 2012; Gala et al.,
2014; Alfter et al., 2016), and since we are dealing
with learner language, observing a phenomenon
only once or twice at a certain level is not suffi-
cient to claim that it is of this level (Hawkins and
Filipović, 2012; Alfter, 2021). In order to assign a
level to each tense, we looked both at frequency
and dispersion: we only took into account fre-
quencies of tenses that occurred in all textbooks
of that level; indeed, if only one textbook intro-
duces a tense at a certain level, it is less likely to be
globally of this level than if multiple/all textbooks
introduce it. For frequency, we explored threshold
methods, with thresholds of 1,3,5,10, and found
that for our corpus, a threshold of 5 gives consis-
tent results.

For the tenses that have not been sufficiently
covered in some textbooks up to level C, namely
the anterior past, the anterior future, the past im-
perative, the past subjunctive, the imperfect sub-
junctive, and the pluperfect subjunctive, it is very
unlikely to find them in learner production tasks,
and we can assume that their learning is a very low
priority. For all the other tenses, we can observe
that they are used a certain number of times until
level B1, and more prominently at level B2.
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The proposed Verb Profile based on the num-
ber of occurrences in the textbooks is shown in
Table 5. Light colored cells indicate levels at
which the tense may be observed sporadically,
while dark shaded cells indicate levels at which
the tense should be understood by learners of the
corresponding level.

A1 A2 B1 B2 C

ind pres
inf pres
ind pc
imp pres
ind imp
ind fs
cnd pres
sbj pres
ind ps
ind pqp
cnd pass
inf pass

Table 5: Proposed textbook verb profile

4.2 Learner productions

In this section, we first describe the automatic
analysis of learner productions, followed by the
manual analysis of learner productions.

4.2.1 Automatic analysis
After the textbook corpus analysis, we performed
an automatic analysis of the learner corpus. Sev-
eral problems were identified, especially in the
lowest CEFR level productions. This is due to the
fact that the syntactic parser is misled by learner
errors. By trying to interpret the texts despite its
errors, our script will try to recognize as verbs
words that are not, but that are in the expected po-
sition for a verb. In the following examples, the
tense in parentheses is the one identified by the
script.

(9) elle ne pa (ind pres) de grave. (A1-pas-ang-
1)

This “feature” causes other misidentifications.
For example, it tends to judge words ending in er
or ir as present infinitives. This error is probably
caused by the fact that verbs of the first and second
groups, which represent the majority of French
verbs, end with these suffixes respectively.

(10) ôûı̂ je puex alleer (inf pres) al aniversarie de
paula (A2-fut-esp1)

(11) j’ ai more rir (inf pres) pour lui (A1-pas-
ara1)

We have observed this same phenomenon for
other tenses. For example, when there are erro-
neous words that end with a suffix of a certain
verb conjugated to a certain tense, the script can
identify that tense, even though the word does not
exist. Here are some examples that were misiden-
tified as simple past, whose conjugated form of the
first group verbs end with ai, as, a, âmes, âtes, and
èrent depending on the person.

(12) Bonjour Maris ! sava (ind ps) toi (A1-pas-
ang2)

(13) j aimrai (ind ps) bien passe mon anniversaire
a la maison (A1-pre-ara2)

(14) Les doctors dirent (ind ps) regarder le télé
deux heures par jours par plus, (A2-pre-rus2)

Misidentifications of the past perfect have also
been frequent. This tense consists of the auxiliary
avoir ‘to have’ or être ‘to be’ conjugated in the
present indicative and a past participle verb. How-
ever, when the word that follows the auxiliary is
close to or identical with a certain verb form, the
script may identify it as past perfect.

(15) çava matte noi, j’ai trie (ind pc) mal lu venti.
(A1-pas-ang1)

(16) Après j’ai fais (ind pc) le longue couries
(B1-pre-ang1)

(17) Et pour le dessert j’ai preparer (ind pc)
gâteux au framboise au créme anglaise. (A2-
fut-rus2)

Likewise, the scripts assign a certain tense to
verbs even if the accent is missing or on the con-
trary with an accent added in a wrong way.

(18) la concentration à pris (ind pc) place. (A2-
pas-esp2) [expected form: a pris]

(19) je vousley achèter (inf pres) une pair de nou-
veau chausseurs. (A2-fut-ang2) [expected
form: acheter]

(20) sa me fe reflechir (inf pres) bocou (A1-pas-
esp2) [expected form: réfléchir]
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Thus, the script tends to infer irrelevant results
by interpreting erroneous data, which would lead
to an over-assessment of learners’ results. To clar-
ify the picture, we performed annotation manually
as detailed below.

4.2.2 Manual analysis
The results from the manual analysis are presented
in Table 9 in the appendix. Colored zones reflect
the results from Table 8.

The percentages of each verbal tense were cal-
culated on the basis of the numbers found in Total
1, which are the sums of all correctly conjugated
verbs. The “other” values correspond to the num-
bers of words we labeled ∅, <E>, <NV>as well
as words accidentally formed as past/present par-
ticiples. Except for <NV>labels, which are in-
frequently present, all other words that are clas-
sified as “other” could be considered errors. The
percentages found in the “others” row were calcu-
lated on the total numbers including these errors,
i.e., the Total 2 row. It is important to note that
this percentage is considerably high at the lower
levels. In particular, at level A1, we see that half
of the verbs that learners tried to produce are there,
and were not included in the first part of the table,
the one showing the distribution of tenses.

We can observe tenses that are present in the
textbooks, but which are not produced by the
learners, even at the higher levels, namely the past
simple, the indicative pluperfect, the anterior fu-
ture, the past conditional and the past infinitive.
This does not necessarily mean that they are not
acquired, but it may simply mean that they are
used less frequently in the everyday context cor-
responding to the tasks that the TCF exam calls
for. For example, in tasks describing a past week-
end, the imperative is expected to appear less fre-
quently. In addition to the influence of oppor-
tunity, it is not excluded that learners avoid cer-
tain grammatical elements as a consequence of an
avoidance strategy (Granger, 2011). As O’Keeffe
and Mark (2017, p. 462) point out, zero occur-
rences in the native speaker data can be interpreted
as resulting from choice, whereas in the learner
data, this can be seen more as due to lack of pro-
ficiency. It is therefore important to be careful
about the interpretation of the absence of a fea-
ture in a learner corpus. To know when they are
learning the tenses, we will need other tests such
as a grammaticality test. But here, our results are
interpretable in the sense that we were able to ob-

serve the use of tenses for written production in a
context with few constraints, thus with freedom of
choice for the learner.

We see several uses of the present conditional
and present subjunctive at a level below that ex-
pected according to the Verb Profile. For the first
of these two tenses, all five uses were relevant.
However, they were only je voudrais, a boilerplate
that shows a modal value for politeness. This is
consistent with what previous work had mentioned
(Bartning and Schlyter, 2004; Beacco et al., 2004;
Beacco and Porquier, 2007; Beacco, 2008; Beacco
et al., 2011; North, 2015).

(21) Je voudrais [cnd pres] visiter à Paris, (A1-
fut-esp1)

(22) Je voudrais [cnd pres] manger les repas typ-
ics (A1-fut-esp1)

(23) je voudrais [cnd pres] faire amies là bas,
(A1-fut-esp1)

(24) Je voudrais [cnd pres] participé à activité
pour marcher en samedi, (A2-pas-chi2)

(25) tu voudrais [cnd pres] participé avez moi?
(A2-pas-chi2)

Regarding the other tense, the present subjunc-
tive, we observed three uses at the A1 level,
whereas this tense was used very little in the text-
books at this level and not often at the next level
either. These three uses are as follows:

(26) j’ ai [ind pres E!] sorte [sbj pres E!]
{ind pc} avec Mohammed a jaddhe (A1-pas-
ara1)

(27) il set sorte [sbj pres E] son ficag Parsra les
basa bonne (A1-pas-ara1)

(28) J’ aime ma ville ,paceque avec juli montange
, vive [sbj pres E!] {inf pres} est facile , ma-
gasins es a cote ,la lac pas trop lion , (A1-pre-
chi1)

In fact, these three uses are the results of a
spelling error and/or chance. We cannot therefore
consider that the learners were able to produce it.

In the annotation so far presented, we annotated
by respecting the form of the verbs that the learn-
ers wrote. This allowed us to know what they
wrote without overestimating their skills, which
was one of the problems in the previous results
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with the automated approach. Moreover, thanks to
this annotation, we were also able to better identify
erroneous verbs by level, which was not the case
in the automatic annotation. On the other hand,
as we have just shown via the three examples of
incorrect use of the present subjunctive, there are
sometimes cases where verbs are not assigned to
the correct verbal tense. However, it would be
interesting to know what the learners wanted to
write. This would allow us to clarify the difficul-
ties they have in producing certain forms. There-
fore, we prepared another table that was modified
by the correction made with our estimation. Table
10 in the appendix shows the results of our correc-
tion hypotheses. As for Table 9, the colored areas
reflect the results of Table 8.

Here, correction refers to the fact that we have
removed the number of verbs annotated with E, E!
and ∅. Moreover, for the last two, it is the learner’s
intended tense (and not the tense detected in the
previous manual annotation) that is counted in Ta-
ble 10.

Table 6 below shows the percentage change be-
tween the original and corrected annotation. For
example, -11.22% in the present indicative in level
A1 represents the percentage difference between
the original table (Table 9, 73.50%) and the cor-
rected table (Table 10, 62.29%).

A1 A2 B1 B2 C

ind pres -11.2 0.3 -3.4 -3.99 0.2
ind imp 0 -1.44 -0.15 -0.57 0.27
ind ps 0 0 0 -0.22 0
ind pc 5.15 7.31 3.13 2.09 -0.02
ind pqp 0 0 0.39 0.2 -0.03
ind pa 0 0 0 0 0
ind fs -0.28 -0.33 -0.56 0.36 -0.13
ind fa 0 0 -0.02 0 0
cnd pres 0.29 -0.16 -0.19 0.01 -0.08
cnd pass 0 0 -0.02 -0.03 0
imp pres 0 0.47 0.6 0.54 0.18
imp pass 0 0 0 0 0
sbj pres -1.99 0.47 -0.32 0.09 0
sbj pass 0 0 0 0 0
sbj imp 0 0 0 0 0
sbj pqp 0 0 0 0 0
inf pres 8.05 -6.61 0.57 1.54 -0.38
inf pass 0 0 -0.02 -0.04 -0.01

Table 6: Change in percentage before and after correc-
tion

We would like to draw attention to the past per-
fect (passé composé), whose numbers generally
increase even at the higher levels, meaning that
learners wanted to use and should have produced
more past perfect but failed to do so. We have
therefore studied the case where learners failed to
produce the past perfect although they intended to
do so.

As mentioned earlier, the past perfect is com-
posed of the auxiliary avoir ‘to have’ or être ‘to
be’ conjugated in the present indicative and a verb
in the past participle. At A1 level, they had con-
struction problems where the auxiliary was miss-
ing.

(29) je parti [prt pass E!] {ind pc} week-end à la
compagne chez ma grand parents. (A1-pas-
ang2)

(30) Nou bian sortie [prt pass E!] {ind pc}. (A1-
pas-rus1)

Être and avoir are verbs that are learned from
the beginning. From level A2 on, the construction
is stabilized. The auxiliary was present and the
learners were generally able to conjugate it cor-
rectly. However, we found that they had difficulty
conjugating the second part, the past participle.

(31) les enfants se sont [ind pres E!] amuser
[inf pres E!] {ind pc}, (A2-pas-ara1)

(32) pour le dessert j’ai [ind pres E!] preparer [∅]
{ind pc} gâteux au framboise (A2-fut-rus-2)

(33) parceque j ai [ind pres E!] remarquer
[inf pres E!] {ind pc} (B1-pas-ara1)

(34) s’il y a quelqu’un qui dèja a [ind pres E!]
connais [ind pres E!] {ind pc}, (B1-pre-
esp2)

(35) le film dont tu m’a [ind pres E!] parler
[inf pres E!] {ind pc} la semaine dèrnière.
(B2-fut-ara1)

(36) Le chef nous a [ind pres E!] preparé [∅]
{ind pc} le plat japonais (B2-pas-rus1)

We can see that it was the inability to correctly
conjugate the past participle that prevented the re-
alization of the past perfect. In the first manual
annotation, in Table 9, we annotated the well-
conjugated auxiliary as being in the present in-
dicative instead of assigning it to the past perfect.
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This partly explains the drop in the percentages
of the present tense after the correction. In ad-
dition, as we see in the examples above, there are
many cases where the present indicative or present
infinitive, the tenses we learn right at the begin-
ning of the learning process (see Table 5 and 8)
was used in place of the past participle. This also
contributed to the decrease for these two tenses.
Moreover, the proportion of errors in relation to
the total number of verbs in the past perfect tense
decreases as learners progress. But it is important
to note that this type of error is still present at the
higher levels.

Comparing the numbers of different levels in
Table 6, the decrease of the present indicative
tense in A1 is noticeable. In order to create Table
10, we have deleted error-labeled verbs to avoid
counting verbs whose verbal tense used is too dif-
ficult or impossible to estimate in its context. The
written productions of low level learners are not
always comprehensible because of incorrect con-
struction and wrong words. At A1 level, this ten-
dency was obviously pronounced and a large pro-
portion of verbs in the indicative present tense la-
beled as errors were observed. In addition to the
difficulty of the past perfect tense, this could be
a factor in the marked decrease. It is interesting,
however, that even after eliminating the inappro-
priate use of the present indicative tense, its pres-
ence remains dominant at low levels and decreases
as learners’ level increases. This is consistent with
the trend observed in the textbook data.

5 Discussion

Our automated annotation of a corpus of FFL text-
books made it possible to create a Verb Profile
based on a large amount of data. It is an indi-
cator that represents a form of consensus in the
teaching of FFL, as it was created by considering
the number of occurrences of verbal tenses in a
large sample of textbooks, which may have differ-
ent characteristics and objectives. The Verb Pro-
file clearly indicates which elements are taught at
which level. It can therefore be useful for teachers
and those creating computer-based learning sys-
tems, such as an intelligent tutoring system, to se-
lect texts and the right tenses to cover, and to think
about how much time to spend on explanations.

From a didactic point of view, we found that
the indicative past perfect continues to cause er-
rors from the beginning of learning to a fairly high

level in learners. As our study has validated, it is
a tense used quite frequently in the textbook cor-
pus, as well as in the learner corpus. It is there-
fore necessary to teach it strategically to learners.
For example, A1 learners were found to have dif-
ficulty producing the correct form of the past per-
fect. Therefore, it would probably be effective to
offer them tasks that focus on its structure. From
A2 onward, their difficulty is with the second verb,
which is supposed to be conjugated as a past par-
ticiple. Multiple-choice questions requiring them
to select the past participle from several options
would allow learners to practice the correct conju-
gation. Later, tasks that require them to spell the
verbs themselves would further anchor their use.

To see how our results relate to existing stud-
ies, we compared our textbook and learner pro-
files to previous studies based on the CEFR, i.e.,
Beacco et al. (2004); Beacco and Porquier (2007);
Beacco (2008); Beacco et al. (2011) as well as
North (2015). Specifically, we checked whether
the first level in which each of the two references
marks a given tense as acquired corresponds (1)
for the textbooks, to the first level we indicated
with the dark shade in Table 8, and (2) for the
learners’ productions, to the first level in which we
checked the usage of a given tense by five learners
in Table 10 after correction. For both the textbook
profile as well as the learners’ profile, we find that
they are closer to North than to Beacco. For our
textbook profile, this trend makes sense, as North’s
inventory is more oriented towards reception. For
learner production, on the other hand, we expected
it to be closer to the inventory of Beacco et al. that
describes the acquisition of tenses from a produc-
tion point of view. We therefore need a more de-
tailed interpretation of our results and also of these
referentials.

Finally, from a NLP perspective, through our
study, we confirmed that analyzing learner data in
an automatic way is not easy. One way to im-
prove on the study would be to integrate exist-
ing dictionaries into the script. As shown in Sec-
tion 4.2.1, it is the overly bold assumptions of the
parser that lead to errors. It is likely that most of
these problems can be solved by adding a check
against dictionary entries. However, even with this
improvement, the problem of undesirable identifi-
cation that leads to the over-estimation of verbal
tense usage remains when a word is accidentally
conjugated to an existing verbal form as a result
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of learner error. As we can see from the exam-
ple of the present subjunctive, discussed in Section
4.2.2, when a tense appears when it should not yet
have been learned in a textbook at a given level,
it is likely to be an inappropriate use. If a semi-
automatic approach is considered, manual verifi-
cation could make the results more reliable when
a learner is using a tense that they are not yet ex-
pected to know at their current level. The Text-
book Verb Profile could serve as a reference re-
source for estimating the tenses known at a given
CEFR level and therefore usable by learners.

We would like to mention some limitations of
our study and suggest directions for further re-
search. First, we studied only the tenses found in
the verb conjugation table. Thus, the periphrastic
near future tense futur proche (e.g., je vais manger
‘I’m going to eat’) and the recent past tense passé
récent (e.g., je viens de manger ‘I just ate’), both
constructed with the verb venir ‘to come’, are
counted as two separate verbs in this study – in-
stead of as a compound tense – even though they
behave like compound tenses. In addition to the
passives and the gerund, which we excluded from
the analysis, these automatic identifications and
examinations must be addressed.

Second, the sampling was done with the aim
of being able to generalize the results, therefore
the impact of the learners’ native language was
not examined. In view of previous studies on
the acquisition stages, the consensus is that lan-
guage acquisition is not affected by the learner’s
native language. On the other hand, many teachers
and researchers are empirically or intuitively con-
vinced that L1 influences L2 acquisition (Izumi
et al., 2005; Spada and Lightbown, 2020, p. 119).
Therefore, the impact of the language used by
the learner (and possibly the language of instruc-
tion, although this information is not present in our
data) should be taken into account in the analysis.

Third, the present research was conducted from
a purely morphological perspective and therefore
remains at a one-dimensional level. The English
Grammar Profile, for example, provides, in addi-
tion to a CEFR level assigned to the items con-
cerned, much more in-depth information such as
lexical range. In the future, we would like to also
create a Verb Profile for learners, taking into ac-
count the lexical and syntactic difficulty of a given
verbal tense.

Finally, our attempt to apply automatic analy-

ses to learner data has again highlighted the diffi-
culties of automatically processing data containing
errors. However, manual annotation is time con-
suming and necessarily involves subjective judg-
ments; it seems inevitable to use NLP to treat large
amounts of texts in order to produce a Verb Pro-
file for learners, which would give a robust and
generalizable perspective based on a large amount
of data. Two observations arise from these state-
ments: first, there is a need for a more systematic
and in-depth analysis of taggers and parsers in or-
der to tackle the problem of correctly identifying
verb tenses in learner language; second, we should
seek ways in which to handle learner language in
order to make it compatible with our scripts. A
potential solution to these problems may lie in the
normalization of learner productions, either man-
ually, semi-automatically or automatically.

6 Conclusion

Thanks to our script that automatically identifies
verbal tenses we have made it possible to process
a large amount of data to establish a Verb Profile
of FFL textbooks. It can serve as a resource in a
different way from others that already existed, as
it is purely data-driven, and thus does not rely on
(subjective) human judgments as to which tenses
ought to be known at which levels. Another re-
markable aspect of this resource is the comprehen-
sive treatment of tenses. Tenses that are not cov-
ered in the existing resources, i.e., those that were
thought not to need to be taught or were not con-
sidered to be used by learners, were also included
in the study. This allowed us to verify whether or
not these tenses were covered in the textbooks that
underpin learners’ learning. That said, biases in-
herent in the data may affect the analyses. There-
fore, it should be noted that the quality of our re-
sources depend on the nature of the data used in
this study.

Our two methods of analyzing learner produc-
tions, one that shows what they wrote and another
that shows what they would have wanted/needed
to produce, allowed us to describe the state of the
use of verbal tenses according to CEFR levels.
Furthermore, the comparison of the two annota-
tions revealed that learners, even at advanced lev-
els, had difficulties with the past perfect. We also
found a gradation in difficulty, depending on the
level, meaning that learners at A1 level had dif-
ficulties with the auxiliary verb, while learners at
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A2 level had more difficulties with the inflection
of the main verb. These results can help teachers
focus on areas that need addressing in learners of
different levels.
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Jean-Claude Beacco, Simon Bouquet, and Rémy
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Jean-Claude Beacco and Rémy Porquier. 2007. Niveau
A1 pour le français. Didier.
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Alexandr Rosen. 2011. CzeSL – an error tagged cor-
pus of Czech as a second language. In PALC, pages
13–15.

Milan Straka and Jana Straková. 2017. Tokenizing,
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A Link between tense/mood and learner proficiency levels according to previous studies

Bold-faced tenses and moods show newly introduced tenses/moods at this level. An asterisk indicates
that usage is sporadic at this level according to the original study. Underspecified tenses in the original
study such as “future” or “past” are indicated in double quotation marks.

A.1 Summary of moods and tenses by levels according to Bartning and Schlyter (2004)

Stage Mood and tense

Stage 1 Indicative: past perfect*
Stage 2 Indicative: past perfect, imperfect*
Stage 3 Indicative: future simple*

Subjunctive*
“Past”

Stage 4 Indicative: pluperfect
Conditional
Subjunctive

Stage 5 Indicative: pluperfect, future simple
Conditional
Subjunctive

Stage 6 “stabilized inflectional morphology”

A.2 Summary of moods and tenses by levels according to Beacco et al. (2004); Beacco and
Porquier (2007); Beacco (2008); Beacco and Riba (2011)

Level Mood and tense

A1 Indicative: present, imperfect*, past perfect*
Infinitive
Imperative
Conditional: present

A2 “Main tenses for certain verbs”
“imperfect”*
“future”*

B1 Indicative: present, imperfect, past perfect, pluperfect, “future”
Conditional: present
Subjunctive: present*;
Imperative: present
Infinitive: present
Participle: present*, past*

B2 Indicative: present, imperfect, past perfect, “future”, future anterior
Conditional: present, past
Subjunctive: present, past
Imperative : present, past
Infinitive : present, past
Participle: present, past, past perfect
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A.3 Summary of moods and tenses by levels according to North (2015)

Level Mood and tense

A1 Indicative: present, imperfect*, past perfect*
Conditional: present*
Imperative: present*
Infinitive: present

A2 Indicative: present, imperfect, past perfect, simple future
Conditional: present*
Imperative: present
Subjunctive: present*
Infinitive: present

B1 Indicative: imperfect, pluperfect
Conditional: present, past
Imperative: present
Subjunctive: present
Infinitive: present, past

B2 Indicative: simple past, pluperfect, anterior future
Conditional: present, past
Subjunctive: present, past (receptive)
Infinitive: past

C Indicative: simple past
Subjunctive: present, past
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B Tenses and their abbreviations

Tense English name Abbreviation

Indicatif présent Indicative present ind pres
Indicatif imparfait Indicative imperfect ind imp
Indicatif passé simple Indicative simple past ind ps
Indicatif passé composé Indicative past perfect ind pc
Indicatif plus-que-parfait Indicative pluperfect ind pqp
Indicatif passé antérieur Indicative anterior past ind pa
Indicatif futur simple Indicative simple future ind fs
Indicatif futur antérieur Indicative anterior future ind fa
Conditionnel présent Conditional present cnd pres
Conditionnel passé Conditional past cnd pass
Impératif présent Imperative present impe pres
Impératif passé Imperative past impe pass
Subjonctif présent Subjunctive present sbj pres
Subjonctif passé Subjunctive past sbj pass
Subjonctif imparfait Subjunctive imperfect sbj imp
Subjonctif plus-que-parfait Subjunctive pluperfect sbj pqp
Infinitif présent Infinitive present inf pres
Infinitif passé Infinitive past inf pass
Participe présent Participle present part pres
Participe passé Participle past part pass

Table 7: Tenses and abbreviations
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C Textbook and learner corpus annotation results

C.1 Textbook corpus annotation results

A1 A2 B1 B2 C

A1 A1% A2 A2% B1 B1% B2 B2% C C%

ind pres 4501 66.81 5334 49.81 5262 49.63 4725 47.38 4318 48.31
ind imp 88 1.31 492 4.59 414 3.90 504 5.05 216 2.42
ind ps 3 0.04 8 0.07 34 0.32 185 1.86 85 0.95
ind pc 459 6.81 1018 9.51 913 8.61 702 7.04 591 6.61
ind pqp 1 0.01 29 0.27 74 0.70 48 0.48 24 0.27
ind pa 1 0.01 0 0 1 0.01 4 0.04 1 0.01
ind fs 35 0.52 274 2.56 227 2.14 185 1.86 285 3.19
ind fa 0 0 1 0.01 14 0.13 14 0.14 3 0.03
cnd pres 51 0.76 128 1.20 180 1.70 203 2.04 170 1.90
cnd pass 0 0 0 0 27 0.25 23 0.23 16 0.18
imp pres 233 3.46 476 4.44 201 1.90 121 1.21 290 3.24
imp pass 0 0 1 0.01 10 0.09 1 0.01 0 0
sbj pres 3 0.04 34 0.32 139 1.31 135 1.35 82 0.92
sbj pass 0 0 1 0.01 14 0.13 5 0.05 6 0.07
sbj imp 0 0 0 0 0 0 0 0 0 0
sbj pqp 0 0 0 0 0 0 3 0.03 0 0
inf pres 1361 20.20 2902 27.10 3052 28.78 3087 30.96 2832 31.68
inf pass 1 0.01 11 0.10 41 0.39 27 0.27 19 0.21

Total 6737 10709 10603 9972 8938

Table 8: Results of the textbook corpus analysis. Light shaded cells indicate levels at which the tense was used at
least once in all of the textbooks of this level. Dark shaded cells indicate levels at which the tense was used at least
five times in all of the textbooks of this level.
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C.2 Learner corpus annotation results (original)

A1 A2 B1 B2 C

V V% C C% V V% C C% V V% C C% V V% C C% V V% C C%

ind pres 86 73.50 25 96.15 105 57.38 30 100 192 49.61 30 100 205 44.28 30 100 164 36.36 29 96.67
ind imp 0 0 0 0 12 6.56 5 16.67 18 4.65 9 30 27 5.83 10 33.33 24 5.32 10 33.33
ind ps 0 0 0 0 0 0 0 0 0 0 0 0 1 0.22 1 3.33 0 0 0 0
ind pc 2 1.71 2 7.69 13 7.10 6 20 42 10.85 13 43.33 40 8.64 16 53.33 68 15.08 17 56.67
ind pqp 0 0 0 0 0 0 0 0 4 1.03 4 13.33 0 0 0 0 4 0.89 3 10
ind pa 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ind fs 1 0.85 1 3.85 4 2.19 2 6.67 15 3.88 9 30 18 3.89 9 30 20 4.43 8 26.67
ind fa 0 0 0 0 0 0 0 0 1 0.26 1 3.33 0 0 0 0 0 0 0 0
cnd pres 3 2.56 1 3.85 2 1.09 1 3.33 9 2.33 6 20 14 3.02 10 33.33 12 2.66 8 26.67
cnd pass 0 0 0 0 0 0 0 0 1 0.26 1 3.33 2 0.43 2 6.67 0 0 0 0
imp pres 0 0 0 0 0 0 0 0 5 1.29 4 13.33 5 1.08 4 13.33 5 1.11 4 13.33
imp pass 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
sbj pres 3 2.56 2 7.69 0 0 0 0 4 1.03 3 10 8 1.73 6 20 0 0 0 0
sbj pass 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
sbj imp 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
sbj pqp 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
inf pres 22 18.80 9 34.62 47 25.68 24 80 95 24.55 28 93.33 140 30.24 29 96.67 153 33.92 29 96.67
inf pass 0 0 0 0 0 0 0 0 1 0.26 1 3.33 3 0.65 3 10 1 0.22 1 3.33

Total 1 117 183 387 463 451

part pres 0 1 0 0 0
part pass 12 10 10 3 1
∅ 76 56 55 39 9
E 25 17 6 1 0
NV 8 2 0 0 2
Other 121 50.84 86 31.97 71 15.50 43 8.50 12 2.59

Total 2 238 269 458 506 463

Table 9: Results of the original learner corpus annotation. V: counts for a given tense; V%: percentage of V with regards to all verbs, i.e., Total 1; C: number of learners who
produced this tense; C%: percentage of C with regards to all learners (26 for level A1, 30 for the other levels)
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C.3 Learner corpus annotation results (corrected)

A1 A2 B1 B2 C

V V% C C% V V% C C% V V% C C% V V% C C% V V% C C%

ind pres 109 62.29 25 96.15 124 57.67 29 96.67 195 46.21 29 96.67 199 40.28 30 100 170 36.56 29 96.67
ind imp 0 0 0 0 11 5.12 5 16.67 19 4.50 9 30 26 5.26 9 30 26 5.59 11 36.67
ind ps 0 0 0 0 0 0 0 0 6 1.42 5 16.67 1 0.20 1 3.33 4 0.86 3 10
ind pc 1 0.57 1 3.85 4 1.86 2 6.67 14 3.32 8 26.67 21 4.25 10 33.33 20 4.30 8 26.67
ind pqp 0 0 0 0 0 0 0 0 1 0.24 1 3.33 0 0 0 0 0 0 0 0
ind pa 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ind fs 1 0.57 1 3.85 4 1.86 2 6.67 14 3.32 8 26.67 21 4.25 10 33.33 20 4.43 8 26.67
ind fa 0 0 0 0 0 0 0 0 1 0.24 1 3.33 0 0 0 0 0 0 0 0
cnd pres 5 2.86 2 7.69 2 0.93 1 3.33 9 2.13 6 20 15 3.04 11 36.67 12 2.58 8 26.67
cnd pass 0 0 0 0 0 0 0 0 1 0.24 1 3.33 2 0.40 2 6.67 0 0 0 0
imp pres 0 0 0 0 1 0.47 1 3.33 8 1.90 6 20 8 1.62 7 23.33 6 1.29 5 16.67
imp pass 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
sbj pres 1 0.57 1 3.85 1 0.47 1 3.33 3 0.71 2 6.67 9 1.82 7 23.33 0 0 0 0
sbj pass 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
sbj imp 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
sbj pqp 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
inf pres 47 26.86 19 73.08 41 19.07 20 66.67 106 25.12 27 90 157 31.78 29 96.67 156 33.55 29 96.67
inf pass 0 0 0 0 0 0 0 0 1 0.24 1 3.33 3 0.61 3 10 1 0.22 1 3.33

Total 175 215 422 494 465

Table 10: Results of the corrected learner corpus annotation. V: counts for a given tense; V%: percentage of V with regards to all verbs, i.e., Total 1; C: number of learners who
produced this tense; C%: percentage of C with regards to all learners (26 for level A1, 30 for the other levels)
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