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Abstract
Earlier NLP studies on framing have focused
heavily on shallow classification of issue fram-
ing, while framing effect arising from prag-
matic cues remains neglected. We put forward
this latter type of framing as pragmatic fram-
ing. To bridge this gap, we take presupposition-
triggering adverbs such as ‘again’ as a study
case, and investigate how different German
newspapers use them to covertly evoke differ-
ent attitudinal subtexts. Our study demonstrates
the crucial role of presuppositions in framing,
and emphasizes the necessity of more attention
on pragmatic framing in future research.

1 Introduction

Framing, i.e., intentionally selecting certain aspects
of an issue and making them more salient in a
communicating text (Entman, 1993), is ubiquitous
in political discourse. The release of corpora with
manual annotation – mostly based on the codebook
of issue framing by Boydstun et al. (2014) – has
popularized the task of issue framing classification
(see Section 2), e.g., classifying whether influx
of migrants is presented from the perspective of
economy or domestic security. However, the heavy
focus on classification accuracy in earlier studies
has resulted in very few in-depth investigations of
the effects of individual linguistic cues in framing.
Yet, in a study on framing strategies employed by
different German newspapers in the discourse of
the “European Refugee Crisis”1 (2014–2018), we
observed from an exploratory reading that iterative
adverbs, including erneut ‘again’, immer wieder
‘again and again’, and schon wieder ‘yet again’, can
act as subtle but effective cues of framing. Consider
sentence (1):

(1) Erneut dutzende Flüchtlinge ertrunken
‘Again dozens of refugees drowned’
(BILD, Feb. 8, 2016)

1For details on the event: https://en.wikipedia
.org/wiki/2015_European_migrant_crisis

Iterative adverbs like ‘again’ in (1) are known as
presupposition-triggers in theoretical pragmatics,
as they carry presuppositions (see, e.g., Levinson,
1983; Beaver et al., 2021). A presupposition of an
utterance is background information that is “taken
for granted” by the speaker, i.e., information that is
not explicitly uttered but assumed by the speaker to
be shared belief of all discourse participants (Stal-
naker, 1972; Beaver, 1997; Zeevat, 2002). The
word ‘again’ in sentence (1) triggers the presup-
position P below, as its usage assumes that all
discourse participants already know P .

(2) P = ‘It has already happened before (at
least once) that refugees got drowned.’

We argue from two aspects that presuppositions
and their triggers are crucial devices for framing.
First, presuppositions can smuggle additional in-
formation into hearers’ belief systems: It is well
studied in theoretical pragmatics that presupposi-
tions can be accommodated, i.e., in many cases
where the presupposition of an utterance conveys
information that is new instead of known to its
hearers, the hearers will just tacitly admit to this
information in order to make sense of the utterance
(Lewis, 1979; Stalnaker, 2002; von Fintel, 2008).
A reader that did not know P above at the time
of reading sentence (1) will normally admit to P
silently in order to understand the author’s usage of
‘again’. Second, given a certain political context,
presuppositions may bring up attitudinal subtextual
messages as a concomitant: Once P above is in the
belief system of the readers of sentence (1) (either
because they already knew P before the reading,
or because they accommodated P), the attitudinal
subtext A below is likely to be evoked in their mind.
We use⇝ to denote the pragmatic relation that P
does not logically entail A, but can plausibly give
rise to A. Concomitant attitudinal subtexts of this
kind can covertly bias the hearers’ opinion towards
the issue and thus give rise to framing effect.
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(3) P ⇝ (A = ‘Refugees are in urgent need of
help as their safety is severely threatened.’)

Such framing effects that arise indirectly from
cues with significant pragmatic effects, e.g.,
presupposition-triggers discussed above, remain
neglected in existing studies on framing. We put
forward this type of framing as pragmatic fram-
ing (see Section 3 for detailed discussion). The
automated detection of pragmatic framing is yet a
challenging task: It can be only found via a close
examination of the relevant linguistic cues, and
(weakly-)supervised models as proposed by numer-
ous earlier studies (see Section 2) are not neces-
sarily able to capture the effect of such cues, as
these cues can be extremely sparse. Following our
observation on the iterative adverbs, this work quan-
titatively investigates whether iterative adverbs in
different newspapers give rise to different attitudi-
nal subtexts via presupposition, and thus result in
different pragmatic framing styles. With this study,
we aim at a) validating the argued importance of
presupposition in framing, and b) exploring the
possibility of automatically detecting pragmatic
framing. Our contribution is two-fold:

1) Theoretically, we put forward the notion of
pragmatic framing, and demonstrate its signifi-
cance for research on framing detection via our
case study on presupposition-triggering adverbs.
To the best of our knowledge, this is also the first
study on the role of presuppositions in framing.

2) Methodologically, we show that consciously
combining theoretically motivated linguistic cues
with NLP methods can yield crucial information
for more in-depth framing detection.

2 Earlier NLP Studies on Framing

Along with the release of large-scale corpora anno-
tated with issue frames (e.g., Card et al., 2015; Liu
et al., 2019), numerous studies have been done on
(weakly-)supervised classification of issue framing.
The methods used vary from linear classifiers such
as in Baumer et al. (2015) (naïve Bayes) and Field
et al. (2018) (logistic regression), probabilistic soft
logic as in Johnson et al. (2017), neural networks
such as in Naderi and Hirst (2017) (LSTM) and Ji
and Smith (2017) (RNN), to transformer-based lan-
guage models such as BERT and RoBERTa (e.g.,
Khanehzar et al., 2019; Huguet Cabot et al., 2020;
Akyürek et al., 2020; Mendelsohn et al., 2021).

Despite the classification accuracy of these pro-
posed models, there still lacks an in-depth drilling

down into the effects of individual linguistic com-
ponents. A few earlier studies have attempted to
incorporate features that are motivated by theo-
retical linguistics: Baumer et al. (2015) validated
the positive impact of various semantic and prag-
matic features (including factive verb, assertive
word, entailment and hedging) on the performance
of a naïve Bayes classifier for frame classifica-
tion. Demszky et al. (2019) investigated the usage
of expressions for necessity modality (including
should, must, have to and need to) among tweets
about mass shooting events, as necessity modality
bears the illocutionary force of calling for action
or change in the discourse under discussion. Ziems
and Yang (2021) examined the usage of agent-less
passive constructions (e.g., using ‘He was killed’
instead of ‘He was killed by police’) in the dis-
course of police violence in view of the fact that
such constructions obscure the actor entirely and
thus remove blame from the actor.

Nevertheless, in the last decades theoretical lin-
guistic researchers have uncovered many more
pragmatic cues which have fundamental effects on
conveying attitudes and steering the discourse de-
velopment. Such cues are highly relevant for fram-
ing but remain unstudied, especially because many
of them are stop words and prone to be dismissed
in NLP practice. These include, but are not lim-
ited to, the aforementioned presupposition-triggers
like again or too (Levinson, 1983; Beaver et al.,
2021), focus particles like even or only (Rooth,
1985), modal particles like indeed (Zeevat, 2004;
Zimmermann, 2011), and conventional implicature-
bearing words like luckily or confidentially (Bach,
1999; Potts, 2005). With our case study on iterative
adverbs, we aim at bridging this gap between NLP
and theoretical linguistics.

3 Pragmatic Framing as a New Dimension
of Framing

As described in Section 2, earlier NLP studies on
framing detection are centered around issue fram-
ing, i.e., what aspects of an issue are covered in
the discourse. However, our observation on the
effect of presupposition-triggers in political dis-
course suggests that certain subtle pragmatic cues
can evoke implicit, second-level subtextual commu-
nication, and this phenomenon remain neglected
in the research on framing. We argue that such
subtextual communication also constitutes a type
of framing, as they covertly smuggle extra informa-
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tion into the discourse besides the information con-
veyed by the surface form of the text (see Section
1). Grounded in this observation, we propose the
notion of pragmatic framing as a new dimension
of framing besides the issue framing. Pragmatic
framing differs from issue framing in two aspects:

1) Locus: Issue framing is a content-level phe-
nomenon. It is typically defined as describing
what specific perspectives, values or facts of an
issue are presented (see, e.g., Entman, 1993; Nel-
son et al., 1997; Druckman, 2011; Boydstun et al.,
2014). However, pragmatic framing is a linguistics-
level phenomenon and describes what specific lin-
guistic devices are employed strategically in order
to reinforce a certain perspective, value or fact.
Pragmatic framing is rooted in the usage of fine-
grained pragmatic cues, and it contributes to the
conveyance of issue frames in a rhetorical sense.

2) Accessibility: Whereas issue framing are
mostly directly accessible from the surface form of
the text, pragmatic framing goes beyond the surface
form and can only be reached indirectly through
pragmatic procedures triggered by specific cues
(e.g., hearer’s accommodation of presuppositions
as mentioned in Section 1, or hearer’s pragmatic
enrichment of a certain utterance as described in
Grice, 1975). From the perspective of NLP, auto-
matically identifying pragmatic framing requires
close examination of particular pragmatic cues.

The notion of pragmatic framing also applies
to a wide range of other theoretical linguistic fea-
tures that trigger very specific types of discursive
inferencing, such as those mentioned in Section 2.
We believe that more attention on in-depth prag-
matic devices will be a valuable enrichment of the
research on framing, as the particular ways of pre-
senting information are the core of framing, and
the usage of subtle linguistic devices is in turn an
essential part of information presentation.

4 Experiment

Our study focuses on the usage of iterative adverbs
in political discourse as a case of pragmatic fram-
ing, and aims at examining whether iterative ad-
verbs give rise to different attitudinal subtexts via
presuppositions in different newspapers. The data
and experimental setup are described below.

4.1 Data

We used a dataset comprising of articles about the
“European Refugee Crisis” published between 2014

to 2018 by the three most circulated newspapers in
Germany (Statista, 2021): BILD, Frankfurter All-
gemeine Zeitung (FAZ), and Süddeutsche Zeitung
(SZ). All three are nation-wide daily newspapers,
and they build a balanced sample of differing styles
and political orientations.

From each newspaper, we first collected arti-
cles with at least one match of the following quasi-
synonyms of ‘refugee’: {Flüchtling, Geflüchtete,
Migrant, Asylant, Asylwerber, Asylbewerber}. We
then removed articles that were: 1) duplicated, 2)
from non-political sections such as Sport, and 3)
with a ratio of the ‘refugee’-synonyms lower than
0.01. Criterion 3) was experimentally defined, and
it allowed us to remove most articles that mention
the European Refugee Crisis only as a side-topic.

Following the observation from our exploratory
reading mentioned in Section 1, we then extracted
from the dataset all sentences that contain the it-
erative adverbs erneut, immer wieder, and schon
wieder. We refer to these extracted sentences as
iterAdv-S. Duplicated sentences in each newspaper
were removed. Table 1 summarizes the dataset.2

name type #articles #tokens #sentences #iterAdv-S

BILD C, T 12,109 3,059,123 180,555 1,138
FAZ C, B 6,700 3,342,609 168,725 558
SZ L, B 4,561 1,766,921 93,224 557

Table 1: Overview of the dataset. (C = conservative; L
= liberal; T = tabloid; B = broadsheet)

4.2 Experimental Setup
As the pragmatic framing evoked by iterative ad-
verbs is a sentence-level phenomenon and we thus
focus on iterAdv-S for our quantitative analysis de-
scribed below, topic modelling approaches such as
LDA would be inadequate due to their deficiency
in handling short documents (Tang et al., 2014).
Thus, we used a combination of clustering and
keyword-mining methods. The experimental setup
is described below stepwise. Additional details of
hyperparameters are provided in Appendix A.

Vectorizing iterAdv-S Vectorizing the iterAdv-S
is the basis of all following computational steps.

2The newspaper articles were purchased from their respec-
tive publishers. Unfortunately, due to their copyright regula-
tions, we cannot make the dataset publicly available. But the
code and model of our study are available in the following
repository. All results reported in this paper can also be found
in the Jupyter Notebook files there: https://github.c
om/qi-yu/framing-by-presuppositions
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Given the success of transformer-based language
models in issue framing classification (see the stud-
ies cited in Section 2), we decided to fine-tune the
bert-base-german-cased model3 (12 lay-
ers, 768 hidden units, 12 attention heads) to achieve
the vectorization. Considering that all articles in
our dataset are labeled with sources (i.e., BILD,
FAZ, & SZ), we decided to fine-tune the BERT
on a source classification task using all articles, so
that the model weights better represent the overall
linguistic characteristics of our very topic-specific
dataset. As BERT limits the input to be no longer
than 512 tokens (tokens here refer to WordPieces
generated by BERT-tokenizer, and the special to-
kens [CLS] and [SEP]), whereas numerous articles
exceed this limit, we divided each article into seg-
ments of maximally 200 words long as inspired by
Pappagari et al. (2019) to circumvent the limit. This
resulted in 45,402 segments in all (BILD: 18,131;
FAZ: 17,641; SZ: 9,630). We used these segments
as input to BERT and classified each with their
sources. The segments were split into training set
and validation set in an 80/20 fashion. The accu-
racy on the validation set reached 0.87, indicating
that the fine-tuned model was able to capture the
major linguistic characteristics of the dataset.

Next, we vectorized the iterAdv-S by inputting
each sentence to the fine-tuned BERT and extract-
ing the embedding of the [CLS]-token of the 11th
layer. The decision of using the [CLS] of the
11th layer was based on earlier studies which have
shown that: 1) the embedding of [CLS] performs
better as sentence representation than the average
embedding of all tokens (Kalouli et al., 2021), and
2) semantic features are mostly captured by higher
layers of BERT, whereas the last (12th) layer is
very close to the actual classification task and thus
less suitable as semantic representation (Kalouli
et al., 2021; Jawahar et al., 2019; Lin et al., 2019).

K-Means Clustering For each newspaper, we
then conducted a k-means clustering on the vector-
ized iterAdv-S using scikit-learn (Pedregosa et al.,
2011). The clustering allows us to divide these
sentences into latent subgroups and to investigate
them at a finer granularity.

As a validation of the clustering results, for
each newspaper we used the optimal cluster
amount found by applying silhouette coefficient
(Rousseeuw, 1987). Silhouette coefficient is a

3https://huggingface.co/bert-base-ger
man-cased

method for validating the consistency of clusters
generated by clustering algorithms. For each sam-
ple i which is assigned to cluster A by a certain
clustering algorithm, its silhouette coefficient s(i)
is defined as the equation below, where a(i) stands
for the average distance between i and all other
items in A (also known as intra-cluster distance),
and b(i) stands for the average distance between i
and all items in the second-nearest cluster besides
A (also known as inter-cluster distance):

s(i) =
b(i)− a(i)

max{a(i), b(i)}
The value of s(i) ranges between [-1, 1]. The closer
it is to 1, the better i matches the cluster A. A neg-
ative value occurs when the intra-cluster distance
a(i) is greater than the inter-cluster distance b(i),
indicating that assigning i to A is suboptimal.

We monitored the silhouette coefficient of each
item (i.e., each vectorized iterAdv-S) with respect
to cluster amounts k ∈ [2, 50]. For all newspapers,
the optimal amount found was 3. Additional details
are provided in Appendix B.

Mining Keywords of Each Cluster Though the
clustering divided the iterAdv-S into smaller sub-
groups, manually examining the sentences in each
cluster would still be challenging, as each cluster
still contains hundreds of sentences (see Section 5).
To ease the evaluation, we further used the keyword
mining approach PMI-freq (Jin et al., 2020) to find
the most representative keywords of each cluster in
each newspaper. PMI-freq builds upon the measure
of pointwise mutual information (PMI; Church and
Hanks, 1990) by incorporating the document fre-
quency of each word into the calculation, and thus
overcomes PMI’s shortage of preferring rare words.
Given a word w and a cluster C, the PMI-freq of
w with respect to C is defined as follows, where
df(w) stands for the document frequency of w:

PMI-freq(w;C) ≡ log(df(w)) · log P (w|C)

P (w)

Prior to applying PMI-freq, all iterAdv-S were
tokenized and lemmatized using NLTK (Bird et al.,
2009), and stop words, numbers and punctuations
were removed.4

4These preprocessing steps were not applied at the sen-
tence vectorization stage, as they would cause a loss of contex-
tual information for BERT. However, here they are relevant, as
the keyword mining step aims at examining the lexical usage
of each cluster to find out their semantic characteristics.
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5 Results and Discussion

Table 1 shows that the iterAdv-S are fairly scarce
in all newspapers. However, our approach is still
able to reveal stark contrasts between the pragmatic
framing styles arising from them. Table 2 shows the
top 15 words by PMI-freq in each cluster of each
newspaper (translated into English; See Appendix
C for the original German version together with the
PMI-freq score of each word).

BILD The largest cluster (#2) of BILD indi-
cates the salience of violence issues among the
iterAdv-S in BILD, as shown by keywords like
‘ISIS’, ‘aggressive’ (German: aggressiv), ‘violence’
(Gewalt) and ‘riot’ (randalieren). We also found
out that iterAdv-S which contain the keywords ‘ini-
tial reception center’ (Erstaufnahmeeinrichtung)
and ‘refugee camp’ (Flüchtlingsunterkunft) are of-
ten about violent incidents in refugee camps. This
salience of violence issues is furthermore reflected
by several keywords in Cluster #3 including ‘inci-
dent’ (Zwischenfall), ‘attack’ (Übergriff ) and ‘per-
petrate’ (verüben). Example (4) depicts the typical
effect of iterative adverbs in violence-related sen-
tences: They evoke a negative subtext that refugees
are a persistent threat of the domestic security.

(4) Im Bahnhof [...] randalierten immer
wieder Flüchtlinge.
‘Refugees rioted at the train station
again and again.’ (BILD, Sep. 1, 2018)

P = ‘Refugees have been rioting before.’
⇝ A = ‘Refugees continuously threaten
the public order.’

Moreover, the keywords ‘ship’ (Schiff ), ‘deadly’
(tödlich) and ‘port’ (Hafen) in Cluster #3 show a
slight focus of the iterAdv-S in BILD on security
issues at the Mediterranean route. As shown before
in Example (1), iterative adverbs in this context
evoke the subtext that the refugees need help.

FAZ Keywords in the largest cluster (#3) of FAZ
show a mixed focus on both the security situation at
the Mediterranean route, e.g., ‘Greece’ (Griechen-
land), ‘human trafficker’ (Schlepper) and ‘smug-
gler’ (Schmuggler), as well as on violence issues,
e.g., ‘foreigner’ (Ausländer, often used in reports
on attacks against foreigners), ‘police’ (Polizei),
and ‘violence’ (Gewalt). However, while two of
three clusters in BILD address violence and secu-
rity issues (#2 and #3), two of three clusters in FAZ

(#1 and #2) show a clear focus on asylum policies.
This is reflected by policy-specific words like ‘right
of asylum’ (Asylrecht, #1), names of political ac-
tors like ‘Prime Minister’ (Ministerpräsident, #2),
as well as words related to political negotiations
like ‘reproach’ (vorwerfen, #1) and ‘conversation’
(Gespräch #2). Example (5) depicts the typical
effect of iterative adverbs in sentences containing
these keywords: A closer check indicates that it-
erative adverbs there often evoke the subtext that
the execution of refugee policies is hard (and some-
times rendered as inefficient) because of repeating
conflicts of interest between parties or countries.

(5) Italien wird immer wieder vorgeworfen, es
setze die EU-Vorschrift nicht durch.
‘Italy is again and again accused of not exe-
cuting EU-regulation.’ (FAZ, Sep. 7, 2015)

P = ‘Italy has been criticized at least once.’
⇝ A = ‘Italy is a stumbling block in exe-
cuting the EU immigration policy’.

SZ The largest cluster (#2) in SZ shows the
salience of security issues at the Mediterranean
route among the iterAdv-S, as indicated by key-
words like ‘Mediterranean Sea’ (Mittelmeer),
‘refugee boat’ (Flüchtlingsboot), ‘coast’ (Küste),
‘Libyan’ (libysch) and ‘Greece’ (Griechenland). In
the sentences containing these keywords, iterative
adverbs evoke the same humanitarian leaning sub-
text as illustrated in Example (1). Moreover, the
top 2 keywords ‘man’ (Mann) and ‘young’ (jung)
of Cluster #3 indicate an interesting emphasis on
the demographic characteristics of the refugees. In
a closer check, we found out that these keywords,
besides being used in narrative texts about indi-
vidual experiences of the refugees, often occur in
context concerning the social integration of young
male refugees. Sentence (6) shows an example: In
such context, the iterative adverbs evoke a subtext
that appeals to immediate action to facilitate the
integration. Overall, the focus on security and inte-
gration issues indicates SZ’s tendency of framing
the Refugee Crisis from a humanitarian aspect.

(6) Wenn diese jungen [...] zu lange
ohne Beschäftigung herumsitzen, kommt
es immer wieder zu Streit und Massen-
prügeleien.
‘When these young people are idle for
too long, quarrels and brawls happen
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BILD

Cluster #2: 428 Samples Cluster #3: 381 Samples Cluster #1: 329 Samples

today, yesterday, o’clock, direction, ex-
plain, speaker, ISIS, Syrian, aggres-
sive, Asylum, around, planned, person,
Athens, start (v.), initial reception center,
thousand, violence, riot (v.), flame, grand
coalition, Hannover, standing, flare up,
press conference, evening, commit (a
crime)/beat, refugee camp, advertise

attempt (v.), give, incident, name (n.),
bring, big, get, situation, hear, ship,
deadly, know, story/history, government,
port, think, calm (down), help (v.), arise,
manage (to do), find, attack (n.), speak,
perpetrate, politics, past (n.), past (adj.)

Angela, Friday, Merkel, reject (v.),
refugee policy, controversial, CSU, Mon-
day, upper limit, attack (v.), Greece, res-
cue, end (n.), Seehofer, chancellor

FAZ

Cluster #3: 223 Samples Cluster #1: 204 Samples Cluster # 2: 131 Samples

give, attract attention, money, aid agency,
see, foreigner, help (n.), police, Greece,
situation, lead, say, stand, policeman,
confirm, lacking (adj.), refugee accom-
modation, human trafficker, smuggler,
week, violence, The Greens, Austria, last
(adj.), together, Greek, prognosis, civil
servant, camp, security force, report (n.),
accommodation, because, new

far, stay, name (v.), right of asylum, be-
long, go, chancellor, speak, reproach
(v.), Turkey, let, number, manage (to do),
country, get, The Left, Bavarian, open-
ness, boat, yield, Munich, always, port,
game, appeal to, planned, municipality,
bring, show, do

city, day, Prime Minister, institution,
Frankfurt, old, state government, Mayor,
conversation, end (n.), population, year,
letter, located, Heidelberg, non-party,
inquiry, district, reason, accommodate,
tell, difficulty, wild, euro, refugee policy,
open (adj.), live (v.), Italian, possible, de-
velopment, search (v.), political, without,
demonstrate, homeland

SZ

Cluster #2: 217 Samples Cluster #3: 187 Samples Cluster #1: 153 Samples

person, Mediterranean Sea, refugee
boat, Calais, coast, weekend, Sunday,
asylum seeker, European Commission,
Libyan, thousand, Greek, Angela, pres-
sure, Greece, Merkel, get into, Fed-
eral Office, deportation, Italy, migration,
boat, before, attack (n.), number

man, young, month, past (adj.), report
(v.), stand (v.), new, year, just, prevent,
group, money, sentence, hear, lead, sel-
dom, call (v.), experience (n.), along, at-
titude, message, find, attempt (v.)

know, Federal Office for Migration and
Refugees, Bavaria, Horst, Seehofer, po-
litical, Thursday, Hungary, place (n.),
correct (adj.), Wednesday, name (v.), Fri-
day, solidarity, speak, time/once, decide,
let, human rights group, international,
if possible, mouth, EU state, complain,
own, CSU, demand

Table 2: The top 15 keywords by PMI-freq in each cluster of each newspaper. The clusters in each newspaper are
ordered by their size from left to right. The words are separated by a comma, and additional explanation is given in
parenthesis. Note that multiple words can have equal PMI-freq score.

again and again.’ (SZ, Feb. 19, 2016)

P = ‘Quarrels and brawls have happened
at least once.’
⇝ A = ‘To avoid such violence, the inte-
gration of refugees into the labor market
should be taken priority.’

6 Conclusion

Grounded in established pragmatics theory, we
argued for the importance of presuppositions in
framing, and put forward the notion of pragmatic
framing. This was validated by our computational
study on the case of iterative adverbs. Given the
sparsity of the iterative adverbs, such pragmatic
framing would be difficult to detect with many of
the (weakly-)supervised classification approaches
pursued in earlier studies, but we showed that it

can be uncovered via consciously combining deep
linguistic knowledge with NLP approaches. We
see our work as a step towards successfully incor-
porating theoretical linguistic insights into NLP
applications.
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A Hyperparameters

All hyperparameters used in our experiment de-
scribed in Section 4.2 are listed below:

Fine-Tuning BERT The BERT model was fine-
tuned for 4 epochs with a learning rate of 2e-5 and
a batch size of 16.

K-Means Clustering The k-means algorithm
was run 100 times with different centroid seeds.
The maximum iteration number was set to 2000,
and the random state was set to 42.

B Silhouette Coefficient for Optimal
Cluster Amount Searching

As described in Section 4.2, we applied silhou-
ette coefficient to find the optimal cluster amount
for clustering the iterAdv-S and experimented with
cluster amounts k ∈ [2, 50]. Figure 1 visualizes
the distribution of the silhouette coefficients under
k ∈ [2, 5] using the Python package Yellowbrick
(Bengfort et al., 2018), with each color standing
for one cluster. It can be observed that the average
silhouette coefficient decreases continuously when
k increases (This trend continues for all k ∈ [2, 50],
but in order to avoid redundancy, we only show the
visualization of k ∈ [2, 5] here). The best trade-
off between the average silhouette coefficient and
the amount of suboptimally clustered items (repre-
sented by the colored areas that stretch to left) is 3
for all three newspapers.

C Keywords of Each Cluster in German

Figure 2, 3 and 4 shows the original German key-
words that are ranked top 15 by PMI-freq in BILD,
FAZ and SZ, respectively. The plots in each figure
are ordered by the cluster size from left to right.
The bars stand for the PMI-freq score. The words
are separated by a comma. Multiple words as-
signed to one bar indicate that they have equal
PMI-freq score.
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(a) BILD

(b) FAZ

(c) SZ

Figure 1: Silhouette coefficients (represented by the horizontal axis) with respect to cluster amount k ∈ [2, 5]
(represented by the vertical axis). The red dash line represents the average silhouette coefficient.
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