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Abstract

Automated metrics to evaluate dialogue sys-
tems like BLEU, METEOR, etc., weakly cor-
relate with human judgments. Thus, human
evaluation is often used to supplement these
metrics for system evaluation. However, hu-
man evaluation is time-consuming as well as
expensive. This paper provides an alternative
approach to human evaluation with respect to
three aspects: naturalness, informativeness, and
quality in dialogue systems. I propose an ap-
proach based on fine-tuning the BERT model
with three prediction heads, to predict whether
the system-generated output is natural, fluent
and informative. I observe that the proposed
model achieves an average accuracy of around
77% over these 3 labels. I also design a base-
line approach that uses three different BERT
models to make the predictions. Based on ex-
perimental analysis, I find that using a shared
model to compute the three labels performs
better than three separate models.

1 Introduction

The evaluation of Natural Language Generation
(NLG) systems has generally been carried out by
using automatic metrics such as BLEU (Papineni
etal., 2002), METEOR (Banerjee and Lavie, 2005),
ROUGE (Lin, 2004), etc. However, previous work
Novikova et al. (2017) demonstrated that these met-
rics only weakly reflect human judgments of these
NLG systems’ output, and some form of human
evaluation is required to better measure the qual-
ity of such NLG systems. Human annotators are
generally asked three questions to evaluate whether
a system-generated reference is acceptable or not
. These questions, along with the corresponding
aspects, are:

1. Naturalness- Could the utterance have been
produced by a native speaker?

2. Quality- Is the utterance grammatically cor-
rect and fluent?

3. Informativeness- Does the utterance provide
all the useful information from the meaning
representation?

Since human evaluations can be expensive and
time-consuming, an automated approach to flag
such instances could make it easier for system de-
signers to garner insights into the kind of instances
the system is failing to generate good text for. In
this paper, I propose a BERT-based model trained
to predict answers to questions pertaining to the
three aspects: naturalness, quality, and informative-
ness, with a "YES" (label=1) or a "NO" (label=0).
The proposed model automatically flags system-
generated references that are not up to a predefined
standard. To the best of my knowledge, this is the
first attempt to develop an automated model for
predicting scores pertaining to multiple aspects of
a system-generated reference.

The major contributions of this work can be sum-
marized as follows : First, I propose a binarization
scheme to binarize the human judgment scores in
the dataset as these scores tend to be very subjec-
tive. A threshold is set, and all scores above the
threshold are assigned a label and the scores below
the threshold are assigned another label. Second,
the BERT-based model is fine-tuned to predict three
labels, answering the questions corresponding to
the three aspects of the system-generated reference.
I also perform an ablation study where three sepa-
rate BERT-models are trained independently, each
of which predicts a label.

The remainder of this paper is structured as fol-
lows: Section 2 talks about the recent works in the
same domain. Section 3 discusses about the BERT-
model that is used for the experiments. In section
4, I discuss about the dataset, pre-processing re-
quired, hyper-parameters as well as the baseline
model’s design. In section 5, I discuss about the
performance of the proposed apporach in compar-
ison with the baseline model. Finally in 6, I draw
conclusions and outline future works.
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2 Related Work

Several works have been proposed in recent years
which focus on fine-tuning BERT (Devlin et al.,
2018) and its variants to evaluate the quality of
a system-generated text. These approaches tend
to correlate much better with human assessments.
BERTScore (Zhang et al., 2019) compares the sim-
ilarity of each token in the system generated refer-
ence with each token in the original reference using
contextual embeddings rather than exact matching.
This metric was observed to relate very closely to
human judgments for image captioning systems.
MoverScore (Zhao et al., 2019) is another met-
ric that combines contextualized representations
with distance measures. This metric was observed
to generalize well across various tasks like sum-
marization, machine translation, image caption-
ing, and data-to-text generation. BLEURT (Sellam
et al., 2020) is a BERT-based model that was pre-
trained on a large amount of synthetic data. This
model can then be fine-tuned on a relatively small
number of human judgments. It was observed to
be very effective when the training data is scarce
and imbalanced. COMET (Rei et al., 2020) is an-
other neural framework that is used for training
multi-lingual machine translation quality evalua-
tion models.

All these works evaluate only the quality of the
system-generated reference. While quality is cor-
related with the other aspects of the utterance, it
might not be sufficient to capture all insights about
an incorrectly generated text with just a single as-
pect. A grammatically correct text could lack some
vital information that was present in the original
reference (informativeness) or may not capture the
natural speech patterns of a native speaker (natural-
ness).

Liu et al. (2021) proposed an automatic method
for evaluating the naturalness of generated text
in dialogue systems by fine-tuning a BERT-based
model. The proposed model predicts a score be-
tween 1 and 6, indicating how natural the system-
generated utterance is. However, this work does
not consider that human judgments tend to be sub-
jective. The data being fed to the model is therefore
ambiguous in nature. In addition, the best model
proposed in this paper uses human judgments on
other related aspects like quality and informative-
ness by leveraging the positive correlation between
these three aspects. However, this paper proposes
a solution that eliminates human evaluation at in-

ference time. Human annotations are used only for
training the model. After training, the model can
mimic/replace human annotators. Given the suc-
cess of BERT-based models for system evaluation,
I also use pre-trained BERT in my approach.

3 Method

BERT stands for Bidirectional Encoder Represen-
tation Transformer. The architecture of BERT
was based on the encoder part of Transformers
(Vaswani et al., 2017). BERT uses attention mech-
anism (Bahdanau et al., 2014) to convert the input
representation into a better representation that takes
context into account (Devlin et al., 2018). BERT
makes use of fine-tuning to leverage the knowledge
gained from pre-training. This means that BERT is
pretrained on a relatively generic task, and the same
architecture is fine-tuned on similar downstream
tasks.

In this paper, I use the uncased BERT-Base
model. that consists of 12 layers, 768 hidden states,
and 12 attention heads. We will be leveraging
the pre-training knowledge gained from NSP more
than MLM. A [CLS] token is added to the system-
generated reference’s beginning. A [SEP] token
is then added to the system-generated reference,
followed by the original human-written reference.
This is again followed by a [SEP] token. The to-
kens fed as input are tokenized using WordPiece
embeddings. Sequence embeddings are also passed
as input which stores information about which sen-
tence the token belongs to. Positional embeddings
from the Transfomer model are added to the input
word embeddings along with sequence embeddings.
So the model takes in two sentences as the input
and predicts whether the second sentence follows
the first sentence or not. The encoded representa-
tion of the [CLS] token contains information about
the representation of the entire sequence. This is
called pooled output. The pooled output is passed
through a linear layer which is then followed by
the output layer with 3 nodes having sigmoid acti-
vation. The final output is three values indicating
the probability that the system reference is natural,
fluent, and informative, respectively (see Fig 1).

4 Experimental Setup

4.1 Dataset

I consider the "Human Ratings of Natural Lan-
guage Generation Outputs" (Novikova et al., 2017)
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Figure 1: Fine-tuning BERT architecture

dataset in this paper. The dataset contains textual di-
alogue response from RNNLG!, TGen? and LOLs>.
These are data-driven natural language generation
systems that were applied on 3 different but closely
related domains- SF hotel, SF restaurant (Wen
et al., 2015) and BAGEL (Mairesse et al., 2010) re-
spectively. SF hotel and SF restaurant are based on
information regarding hotels and restaurants in San
Francisco, while BAGEL has information about
restaurants in Cambridge. For every NLG system-
generated reference, there is also a human-written
reference in the dataset. The dataset also contains
scores from 3 different human annotators for the
system-generated reference’s naturalness, quality,
and informativeness. These scores were provided
on the 6-point Likert-Scale with the lowest score be-
ing one and the highest being six. Table 1 contains
an example of an instance from the dataset. Here
judge refers to the label of the human annotators.
Since there are three human annotators, the three
labels are 1,2, and 3. The table also presents the
BLEU , rouge-L and Meteor scores for the system
generated output. These metrics are on higher side,
which might indicate that the system-generated out-
put is good. However, the human judge allots low
scores for all three aspects for this instance.

Table 2 contains the distribution of the median
of the scores from the three annotators over 11,122
instances. For some instances, I observed that more
than one NLG system generated the same text. In
such cases, the median of all such scores obtained
from different NLG systems over the three human
judges was considered. If the median is not a whole

"https://github.com/shawnwun/RNNLG
Zhttps://github.com/UFAL-DSG/tgen
*https://github.com/glampouras/JLOLS

number, I consider the ceiling of the median score.
The higher scores are due to the fact that the dataset
considers state-of-the-art NLG systems.

Scores naturalness quality informativeness

1 426 403 153
2 348 501 405
3 801 1071 320
4 1876 1930 1040
5 3383 3531 3427
6 4288 3686 5777

Table 2: Distribution of the median scores

Human annotations on naturalness, quality, and
informativeness tend to be subjective. In fact, all
three human annotators give the same naturalness
score for only 1351 instances, identical quality
scores for 1180 instances, and identical informa-
tiveness scores for 1772 instances.

Hence, to remove this ambiguity in the dataset, I
decided to binarize the dataset by defining a fixed
threshold. Novikova et al. (2017) classify all the
ratings with scores greater than or equal to 5 as
good ratings. Hence, I chose 5 as the threshold.
All the instances with median scores below five are
assigned a label of 0’ and are considered bad ut-
terances. All instances with median scores greater
than or equal to 5 are assigned a label of 1’ and
considered good utterances.

Class naturalness quality informativeness
0 3450 3904 1920
1 7672 7218 9202

Table 3: Distribution of the binarized scores
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Field Value

System Generated Output
Original Reference

x is a french and restaurant near x..
X is a restaurant serving french food, near x

Judge 3
Informativeness 2
Naturalness 2

Quality 2

BLEU-1 0.875
BLEU-2 0.790569415
BLEU-3 0.678604404
BLEU-4 0.5

rouge-L 0.944690265
meteor 0.540778542

Table 1: Example of an instance from the dataset.

Table 3 shows the new distribution after binariz-
ing the dataset. It can be observed that judgments
are still skewed towards the higher scores. The
ratios of positive (greater than or equal to 5-points)
for the three aspects are 68:32, 64:36, and 82:18,
respectively. The dataset (11122 instances) is ran-
domly split into train, validation, and test with an
80:10:10 ratio.

4.2 Baseline

To test the performance of the proposed architec-
ture, I use another approach that involves fine-
tuning BERT. In this approach, I use three differ-
ent BERT models, each fine-tuned to predict one
of the aspects pertaining to the system-generated
utterance. This approach is computationally less ef-
ficient than my proposed approach because it takes
more time to train and get inferences from 3 dif-
ferent models. Also, this approach utilizes close to
three times the memory used by my approach.

4.3 Experimental Setting

The BERT-base model contains 12 layers, 768 hid-
den states, and 12 attention heads. The pooled out-
put is fed to a linear layer that contains 768 nodes.
For all the experiments, I set the batch size to 16.
I use the Adam optimizer and set the learning rate
to 3e-4. All the models were run for five epochs.
Since I use the BERT-Base model, the linear layer
has dimension 768.

To deal with the class imbalance problem, I use
the balanced cross-entropy function (L) (see equa-
tion 1) where gy refers to the model output and y
refers to the ground truth.

L = —pylog(y)—(1-B)(1—y)(log(1—7)) (1)

This loss function penalizes the model by a greater
factor when it misclassifies an instance with a nega-
tive label than a positive label. I tune the parameter
5 using grid-search for the approach that uses 3
different BERT models. Zhou et al. (2017) sug-
gests utilizing the ratio of negative instances to the
total number instances as this factor. So I perform
a grid search over values 5%, 10%, 15%, 20%, and
25% lesser as well as greater than this ratio. I ob-
serve that the optimal parameters obtained from
grid search to be 0.3535, 0.3130, and 0.1454 for
naturalness, quality, and informativeness, respec-
tively. I use the same parameter for my approach
with a single BERT model with three prediction
heads.

5 Results and Discussion

Table 4 reports the comparison of the accuracies
between both of my approaches. Given that the
data is imbalanced, I also compare the f-1 scores
of both of my approaches in Table 5. The tables
report the mean and standard deviation of each
metric computed over five iterations, each iteration
having a different random seed. In Table 4 and
Table 5, 3-BERT indicates three separate BERT
models, and shared-BERT indicates a single BERT
model with three prediction heads. The accuracy
and f-1 scores suggest that shared-BERT outper-
forms 3-BERTSs with respect to both measures for
naturalness and informativeness. Since the predic-
tion for all three aspects would require similarly en-
coded input representations, having a shared model
instead of 3 individual models can significantly re-
duce the memory needed. Shared weights act as a
regularizer and lessen the chances of over-fitting.
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Aspect 3-BERT shared-BERT Aspect 3-BERT shared-BERT
naturalness 76.19 (£1.00) 77.98" (+1.99) naturalness 0.15 0.12
quality 67.66 (+3.14)  66.01 (+1.69) quality 0.28 0.19
informativeness 86.48 (+2.31)  89.04™ (£0.79) informativeness 0.33 0.22

Table 4: Comparison of accuracies of predicting labels
for system evaluation. * indicates that the difference is
statistically significant with p < 0.05.

Aspect 3-BERT shared-BERT
naturalness 81.81 (+£1.60) 84.63" (+1.44)
quality 73.87 (£3.27)  73.17 (£1.90)
informativeness  91.78 (+1.55) 93.53" (40.48)

Table 5: Comparison of f-1 scores of predicting labels
for system evaluation. * indicates that the difference is
statistically significant with p < 0.05

Also, such a model can generalize well on new as-
pects that can be added in the future. The results
suggest that both models can model the data well
despite the class imbalance. This can be attributed
to the balanced cross-entropy loss function.

I use the ANOVA test (Girden, 1992) to test the
statistical significance of the difference in the f-1
scores and accuracies between both approaches. I
set the significance level to 0.05. I observe that
the results are statistically significant for natural-
ness and informativeness, which clearly demon-
strates that the shared BERT model outperforms
the 3-BERT model on these two aspects. For the as-
pect of quality, 3-BERT shows better performance.
However, the gain in performance is not statistically
significant. Further, in terms of model complexity,
shared-BERT has only 2304 (768x3) learnable pa-
rameters more than a single BERT model, and the
3-BERT approach has three times the number of
learnable parameters compared to a single BERT
model. Hence, shared-BERT is a more efficient
model in terms of memory occupied and computa-
tional complexity.

Qualitative example: I consider the example
instance from Table 1. The scores from the auto-
mated evaluation metrics suggest that the system-
generated output is a good one. However, the hu-
man annotator assigned low scores for this instance.
Table 6 presents the scores obtained from both my
approaches for this instance. These low probabil-
ities indicate that the system-generated output is
not natural, not informative and not fluent. This is
an example of an instance which demonstrates the
significance of having human annotations, and how

Table 6: Model Output for considered example

the proposed models can mimic human annotators.

6 Conclusion and Future Work

In this paper, I proposed an automated approach
to evaluate three aspects of a system-generated
sentence : naturalness, quality, and informative-
ness. I experiment with two BERT-based model
approaches. Experimental validation suggests that
the proposed approach that uses a single BERT
model with three prediction heads is more efficient
than three different BERT models with a single
prediction head each.

The goal of this paper is to reduce the load on
human annotators and automate the evaluation of
dialogue systems. I hope that this work will moti-
vate researchers to realize that this process can be
automated and be made more reliable with the col-
lection of additional relevant data. Further, aspects
other than the three considered in this paper can
yield some more insights into the performance of
a dialogue system. As an extension of this work,
I will verify the performance of my approach on
other NLG systems like image captioning, question
answering, machine translation, etc.
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