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Abstract
It is well known that textual data on the inter-
net and other digital platforms contain signifi-
cant levels of bias and stereotypes. Various re-
search findings have concluded that biased texts
have significant effects on target demographic
groups. For instance, masculine-worded job
advertisements tend to be less appealing to fe-
male applicants. In this paper, we present a
text-style transfer model that can be trained on
non-parallel data and be used to automatically
mitigate bias in textual data. Our style transfer
model improves on the limitations of many ex-
isting text style transfer techniques such as the
loss of content information. Our model solves
such issues by combining latent content encod-
ing with explicit keyword replacement. We will
show that this technique produces better con-
tent preservation whilst maintaining good style
transfer accuracy.

1 Introduction

Authors such as Bolukbasi et al. (2016) and May
et al. (2019) have drawn attention to some fair-
ness problems in the NLP domain. In a post on
Buzz-Feed (Subbaraman, 2017) with the title, “Sci-
entists Taught A Robot Language. It Immediately
Turned Racist", the author reports how various au-
tomated language systems are disturbingly learn-
ing discriminatory patterns from data. Another
prominent example of bias in NLP is Amazon’s
AI recruitment tool which turned out to be biased
against female applicants (Dastin, 2018). Mitigat-
ing bias in textual data before training can be an
important preprocessing step in training fair lan-
guage systems like chatbots, language translation
systems, and search engines, but a more direct need
for mitigating bias in textual data has been pointed
out by various researchers (Gaucher et al., 2011;
Tang et al., 2017; Hodel et al., 2017) who have
uncovered the worrying issue of bias in job adver-
tisements. This can have significant implications
on the job recruitment process. As a matter of fact,

Gaucher et al. (Gaucher et al., 2011) explored the
effect of biased job advertisements on participants
of a survey. They found that changing the wording
of a job advertisement to favor a particular gender
group considerably reduced the appeal of the job to
applicants not belonging to that gender, regardless
of the gender stereotype traditionally associated
with the job. Consequent to such findings, a few
tools and models have been developed to detect
and mitigate biases in job advertisements. Some of
these tools include text editors like Textio which
has been successfully used by companies such as
Atlassian to increase diversity in their workforce
(Daugherty et al., 2019).

Another area of impact, regarding biased texts,
is in news publications; Kiesel et al. (2019) ex-
plore the issue of hyperpartisan news from an ex-
treme left or right-wing perspective. Again, with
the prevalence of hate speech and microaggres-
sion perpetuated on various social media platforms,
there have been growing concerns about fairness in
such areas.

A machine learning technique that can be em-
ployed to mitigate bias in text documents is style
transfer. Style transfer is a technique that involves
converting text or image instances from one do-
main to another, such that the content and mean-
ing of the instance largely remain the same but
the style changes. However, a problem that has
challenged research in text style transfer is the rela-
tive unavailability of parallel data that would ide-
ally be required to train such models (Rao and
Tetreault, 2018; Fu et al., 2018; Shen et al., 2017).
Training with parallel data makes it possible to di-
rectly map training instances from one domain to
the other, hence, facilitating the learning process.
Due to this, most style transfer systems mainly
employ training techniques that fall under two cat-
egories: keyword replacement and auto-encoder
sequence-to-sequence techniques. In the case of
keyword replacement, biased words are deleted
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and replaced with alternative words. In the case of
the auto-encoder sequence-to-sequence generative
approach, the input text is directly encoded by an
encoder to get a latent representation of the text,
which is subsequently decoded by a decoder.

The main contributions of this work include:

1. The development of an end-to-end text bias
mitigation model that can convert a piece of bi-
ased text to a neutral version 1 whilst maintain-
ing significant content information. For exam-
ple, given the female-biased text, “The event
was kid-friendly for all the mothers working
in the company", our task is to transform this
text into a gender-neutral version like “The
event was kid-friendly for all the parents work-
ing in the company". Our model is trained
exclusively on nonparallel data. Since parallel
corpora are relatively hard to obtain, training
with only non-parallel data is of great impor-
tance.

2. A novel way of improving content preserva-
tion and fluency in text style transfer by com-
bining keyword replacement and latent con-
tent information. Some other key novelties in
our work include our approach to generating
latent content representation and our approach
to identifying attribute tokens.

We make the code and data used in this work
available 2.

2 Style transfer

Style transfer has been widely explored in com-
puter vision to convert images from one style to
another (Gatys et al., 2016; Huang and Belongie,
2017; Johnson et al., 2016). However, directly
applying image style transfer techniques for text
is problematic because of the unique characteris-
tics of both domains. For instance, in text, style
and content are more tightly coupled and harder
to separate (Hu et al., 2020). In addition to that,
the non-differentiability of discrete words causes
optimization problems (Yang et al., 2018; Lample
et al., 2018).

In NLP, style transfer has mostly been explored
in areas such as sentiment analysis (Li et al., 2018;
Fu et al., 2018; Zhang et al., 2018) and machine
translation (Lample et al., 2017). A few style trans-
fer learning techniques use parallel data for training.

1See Section 7 for discussion on how we define bias.
2https://github.com/EwoeT/MLM-style-transfer

Hu et al. (2020) give an elaborate survey on such
models. In this paper, we will only focus on models
that are trained on non-parallel data, some of which
we will review in the following subsection.

2.1 Auto-encoder sequence-to-sequence
models

Auto-encoder sequence-to-sequence models basi-
cally consist of an encoder that encodes the given
text into a latent representation which is then de-
coded by a decoder. Many of these models adopt an
adversarial approach to learn to remove any style
attribute from the latent representation. The result-
ing disentangled latent representation is decoded
by the decoder in a sequential generative manner.

Shen et al. (2017) propose two models for text
style transfer based on the auto-encoder sequence-
to-sequence technique: an aligned auto-encoder
model and a variant of that, called the cross-aligned
auto-encoder model. Prabhumoye et al. (2018) pro-
pose a style transfer model using back-translation.
This is based on prior research that suggests that
language translation retains the meaning of a text
but not the stylistic features (Rabinovich et al.,
2017).

An issue with Auto-encoder sequence-to-
sequence models, in general, is the loss of infor-
mation due to compression when encoding. Fur-
thermore, Wu et al. (2019) note that sequence-to-
sequence models for style transfer often have lim-
ited abilities to produce high-quality hidden repre-
sentations and are unable to generate long meaning-
ful sentences. Nonetheless, sequence-to-sequence
generative models can prove more effective in ap-
plications where the text needs to be considerably
rephrased (eg. from informal style to a formal
style).

2.2 Explicit Style Keyword Replacement

These methods follow the general approach of
identifying attribute markers, deleting these mark-
ers, and predicting appropriate replacements for
these markers which conform to the target style.
Li et al. (2018) propose the DeleteOnly and the
Delete&Retrieve, which use a three-step Delete,
Retrieve, and Generate approach. Sudhakar et al.
(2019) introduce Blind Generative Style Trans-
former (B-GST) and Guided Generative Style
Transformer (G-GST) as improvements on Dele-
teOnly and the Delete&Retrieve from (Li et al.,
2018).
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Since Explicit Style Keyword Replacement
methods only delete a small portion of the input
text, they preserve much more information. These
systems on the other hand are unable to properly
capture information of the deleted tokens (Sud-
hakar et al., 2019), leading to examples such as

“The event was kid-friendly for all the mothers work-
ing in the company" → “The event was kid-friendly
for all the children working in the company".

3 Methodology

The goal of our model is to transform any piece of
biased text into a neutral version. If we take the two
style attributes sa and sb to represent neutral style
and biased style respectively, given a text sample
xb that belongs to sb, our goal is to convert xb to xa,
such that xa belongs to style sa but has the same
semantic content as xb except for style information.

Our model is composed of four main compo-
nents, as illustrated in Fig 1. We also illustrate the
process with an example in Fig. 2.

3.1 Attribute Masker

The Attribute Masker identifies the attribute words
(words responsible for bias in a text) and masks
these words with a special [MASK] symbol. The
resultant text is fed as input to the Token Embedder.

We use LIME (Ribeiro et al., 2016), a model ag-
nostic explainer that can be used on textual data, to
identify attribute tokens. Although very effective,
using LIME can increase computational time, espe-
cially for long text sequences. Some Explicit Style
Keyword Replacement models use relatively sim-
ple techniques to identify attribute words. Li et al.
(2018) use the relative frequency of words in the
source style. Others like Sudhakar et al. (2019) em-
ploy more advanced methods like using attention
weights. However, using techniques like attention
weights to identify attribute tokens has been proven
to not be very effective (Jain and Wallace, 2019).

To use LIME to detect attribute words, we first
need to train a text classifier f that predicts whether
a given text is biased. We fine-tune BERT (Devlin
et al., 2019), a pretrained language model, as a text
classifier by training it on a labeled corpus contain-
ing both biased and neutral texts. Lime linearly
approximates the local decision boundary of f and
assigns weights to tokens based on their influence
on the classification outcome. With these weights
(scores), we set a threshold value µ to select words
to be masked. These words are replaced by a spe-

cial [MASK] token.

3.2 Token Embedder

The Token Embedder is responsible for generating
token embeddings for the masked tokens. To do
this, we train a BERT model for masked language
modeling on a corpus of unbiased texts. The Token
Embedder outputs a set of all token embeddings
W = {w1, ..., wn} ∈ Rn×d. Following the con-
vention used by Devlin et al. (2019), we take the
size of every embedding to be d = 768 throughout
this paper.

3.3 Latent-content Encoder

The Latent-content Encoder takes the original (un-
masked) text as input and encodes it into a latent
content representation. An important part of this
stage is our approach to disentangle the resulting
latent content representation from the biased style.

The Latent-content Encoder is responsible for
generating a latent content representation of the
input sentence. For this, we train a BERT embed-
ding model that takes as input the original text
(unmasked) xb and generates a target latent repre-
sentation ẑ.

When xb is given as an input, the Latent-content
Encoder first generates token embeddings vi ∈ Rd

for each token ti ∈ xb. The set of token embed-
dings V = {v1, ..., vn} ∈ Rn×d is mean-pooled
to generate ẑ ∈ Rd. Since we want ẑ to have the
same content as xb but not the bias that exists in xb,
we use a dual objective training to debias ẑ.

Both the Latent-content Encoder and the Source
Content Encoder take xb as input. The Latent-
content Encoder generates output ẑ whereas the
Source Content Encoder generates z. Firstly, the
goal is to make ẑ and z have the same content,
hence, we want them to be as similar as possi-
ble. We use the cosine-similarity to quantify this
similarity. The similarity loss is minimized using
mean-squared error; defined as:

Lsim =
1

N

N∑

j=1

(cosine_similarity(ẑj , zj)− 1)2

Secondly, a bias detector takes ẑ as input and re-
turns the class probabilities of ẑ. Because we want
ẑ to belong to the neutral class, the Latent-content
Encoder has to learn to generate ẑ that is always
classified as neutral. This is achieved by minimiz-
ing the cross-entropy loss:
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Figure 1: The architecture of our proposed model. The model consists of four main components. The arrows show
the flow of information within the model, and how the various components interact with each other.

Figure 2: An example to illustrate the end-to-end bias mitigation process. This demonstrates the operation of each
component of the model. In the case of multiple attribute words, these attribute words are all masked and replaced
simultaneously. The Latent-content Encoder aims to remove traces of gender information from sentence-level
semantic content before being added to the token embeddings.

Laccẑj
= −

N∑
j=1

logP (sa|ẑj)

P (sa|ẑj) is the classifier’s prediction of the prob-
ability of ẑ being neutral.

Combining both losses we get the dual objective:
LCE_loss = (1− λ)Lsim + λLaccẑj

3.4 Token Decoder

The Token Decoder computes the average of each
token embedding and the latent content representa-
tion to generate new token embeddings. The Token
Decoder uses these embeddings to predict the cor-
rect tokens.

The Token Decoder first adds latent content in-
formation to word embeddings. To do this, the To-
ken Decoder takes as inputs both W from the Token
Embedder and ẑ from the Latent-content Encoder.
For each wi ∈ W , a new token embedding ŵi ∈
Rd is generated by computing the weighted average
of wi ∈ Rd and ẑ ∈ Rd. After generating ŵi, the
Token Decoder uses it to predict the right token by
computing the probability distribution over all the
tokens in the vocabulary. We compute the decoding

loss as: Ldec = −
n∑

i=1;tπi∈TΠ

logP (tπi |ŵiΠ)

To augment this process, we use a pretrained
classifier to ensure that the output sentence xa is
always neutral. A dual objective is again used in
this process: TD_loss = (1− γ)Ldec + γLaccxa .
Where Laccxa is the loss from the classifier. Be-
cause xa is made up of discrete tokens (one-hot en-
codings) which are non-differentiable during back-
propagation, we use a soft sampling approach as

was done in (Wu et al., 2019; Prabhumoye et al.,
2018): tπi ∼ softmax(ot/τ)

4 Experiments

For our experiments, we focus on gender bias (we
limit our work to a binary definition of gender) 3.
The use of gender is motivated by the relative avail-
ability of resources such as datasets. Nonetheless,
we believe that our work is adaptable to other forms
of biases such as racial bias since the technique is
not dependent on the domain (only neutral and bias
examples are needed). To show our technique’s
applicability in different domains, we experiment
on gender obfuscation, where instead of mitigating
the bias, we try to convert female-authored texts
to "look like" male-authored texts. We arbitrar-
ily chose to convert from female to male just for
the sake of experiment; the same technique can be
applied for male to female as well.

All experiments are conducted using English lan-
guage corpus. In the future, we hope to extend our
work to cover other languages as well. We dis-
cuss the details of our experiments in the following
subsections.

4.1 Dataset

We run our experiments 4 on two datasets discussed
below. Some statistics of the datasets are given in
A Table 3

3See Section 7
4All experiments are run on a Tesla V100-SXM3 GPU

with 32Gb memory.
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4.1.1 Jigsaw dataset:
The Jigsaw datasets5 consists of comments that are
labeled by humans with regard to bias towards or
against particular demographics. Using the value
0.5 as a threshold, we extract all texts with gender
(male or female) label ≥ 0.5 as the gender-biased
class of texts and extract a complementary set with
gender labels < 0.5 as the neutral class.

4.1.2 Yelp dataset:
We extract this dataset from the preprocessed Yelp
dataset used by (Prabhumoye et al., 2018; Reddy
and Knight, 2016a). This dataset contains short
single sentences which we use for author gender
obfuscation.

4.2 Evaluation models and metrics

To evaluate the performance of our model, we com-
pare it to six other models; Delete-only, Delete-
and-retrieve (Li et al., 2018), B-GST, G-GST (Sud-
hakar et al., 2019), CAE (Shen et al., 2017) and
BST (Prabhumoye et al., 2018).

The evaluation is based on three automated eval-
uation metrics for style transfer discussed by Hu
et al. (2020); style transfer accuracy (Transfer
strength), content preservation, and fluency.

Style transfer accuracy: This gives the percent-
age of texts that were successfully flipped from
the source style (bias style) to the target style (neu-
tral style) by our model. To predict whether a text
was successfully flipped, we use a trained BERT
classifier different from the one used to train the
respective models.

Content preservation: We measure content
preservation by computing the similarity between
the generated text and the original text. Similar
to Fu et al. (2018), we use the cosine similar-
ity between the original text embedding and the
transferred text embedding to measure the content
preservation. To make this more effective, we gen-
erate text embeddings with SBERT (Reimers and
Gurevych, 2019), a modified version of pre-trained
BERT that generates semantically meaningful sen-
tence embeddings for sentences so that similar sen-
tences have similar sentence embeddings, that can
be compared using cosine-similarity.

Fluency: Similar to (Subramanian et al., 2018),
we measure the fluency of the generated text using
the perplexity produced by a Kneser–Ney smooth-

5https://www.kaggle.com/c/Jigsaw-unintended-bias-in-
toxicity-classification/data

Table 1: Jigsaw dataset- Transfer strength and Content
preservation scores for the models on all three datasets.
C.P.: Content preservation, PPL: Fluency (Perplexity),
Accuracy: Style transfer accuracy, Original*: refers to
the original input text. For A.C., C.P.and Agg, higher
values are better. For PPL, lower values are better

C.P. PPL AC%
Original* 100.00 12.51 0.08
Del 97.47 363.64 92.30
Del&ret 97.50 242.33 71.70
B-GST 96.73 1166.4 10.10
G-GST 99.11 621.50 38.80
CAE 95.60 795.58 83.70
Our model 99.71 76.75 88.10

Table 2: Yelp dataset- Transfer strength and Content
preservation scores for the models for the . C.P.: Con-
tent preservation, PPL: Fluency (Perplexity), Accuracy:
Style transfer accuracy, Original*: refers to the original
input text. . For A.C., C.P.and Agg, higher values are
better. For PPL, lower values are better

C.P. PPL AC%
Original* 100.00 11.39 17.80
Del 98.70 41.03 33.79
Del&ret 98.25 57.73 30.90
B-GST 95.94 141.81 23.90
G-GST 97.28 70.24 21.00
CAE 98.48 43.78 32.09
BST 95.49 63.33 68.80
Our model 99.05 45.17 43.20

ing 5-gram language model, KenLM (Heafield,
2011) trained on the respective datasets.

4.3 Results and discussion
From Table 1, as we expected from the compared
models, the models that perform considerably well
in one metric suffer significantly in other metrics.
For instance, Delete-Only (Del) produces the best
transfer accuracy but lags behind other models
in content preservation and fluency. For content
preservation and fluency, our model produces im-
proved results over all the other models. This result
is consistent with our expectation of improving con-
tent preservation with our techniques. Again, the
accuracy score (second highest) produced by our
model confirms the claim that our model preserves
content information without a significant drop in
transfer accuracy.

From Table 2, the same observation is made
for gender obfuscation; models that perform very
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well in one metric fall short in other metrics. BST
produces the best style transfer accuracy but at the
same time has the worst content preservation score.

From the results from both datasets, one key ob-
servation is that models that perform very well in
one metric tend to fall short in other metrics. This
goes to show the difficulty for style transfer models
to preserve content information whilst maintain-
ing a strong transfer accuracy. This observation
is confirmed by previous works (Li et al., 2018;
Wu et al., 2019; Hu et al., 2020) which mention
the general trade-off between style transfer accu-
racy and content preservation. Our model shows
good results in maintaining a good balance across
all metrics. Some text samples from our experi-
ments are shown in Appendix A Table 4. Also,
in Appendix A, Table 5 and Table 6 show the re-
sults from an ablation analysis on the Yelp dataset,
where we strip off components of our model to
analyze the effect. Text samples from the ablation
study are also provided in Appendix A, Table 7 and
Table 8.

5 Related work

He et al. (2021) propose DePen, a Detect and Per-
turb approach to neutralize biased texts, using grad-
uate school admissions as a case study. Sun et al.
(2021) propose a method that aims to rewrite En-
glish texts with gender-neutral English (in partic-
ular, the use of singular they for gender pronouns)
using a combination of regular expressions, a de-
pendency parser, and GPT-2 (Radford et al., 2019)
model. Nogueira dos Santos et al. (2018) propose
an RNN-based auto-encoder model to neutralize
offensive language on social media, using a combi-
nation of classification loss and reconstruction loss
to ensure style transfer and to improve text gen-
eration. In a different but related context, Reddy
and Knight (2016b) propose a gender obfuscation
technique to disguise or change the gender of an
author of a text as a means of privacy protection
or for the prevention of inadvertent discrimination
against the author. Their method is a word substitu-
tion technique based on word2vec (Mikolov et al.,
2013).

6 Conclusion

In this work, we introduce a style transfer model
that can be used to mitigate bias in textual data.
We show that explicit keyword replacement can be
effectively combined with latent content represen-

tation to improve the content preservation of text
style transfer models.

As part of our future work, we intend to expand
this work to other languages, we plan to explore
possible improvements to the model such as adver-
sarial learning, and also to include human evalua-
tors for qualitative evaluation. Again, we intend to
investigate other forms of attributes beyond tokens,
such as sentence length, and how that affects bias
in textual data. We also plan to apply our model
as a preprocessing technique to train fair language
models. We believe this could significantly reduce
biases found in automated language systems.

7 Ethical considerations

Works like Dev et al. (2021) have drawn attention
to gender exclusivity and issues relating to non-
binary representation in NLP, particularly in the
English language. For practical constraints such as
the limited availability of non-binary gender data
and/or the significant under-representation of non-
binary gender identities in available datasets, we
limit this study to a binary definition of gender. For
the same reasons stated above, our definition of
gender is analogous to female and male definitions
of sex (Walker and Cook, 1998). Although this is
an obvious limitation to our work, we believe this
work opens the door to extensively explore similar
issues in non-binary gender settings, which need a
more expansive discussion.

Since the definition of a biased text is highly do-
main, context, and task dependent, especially when
it relates to the use of language (English in this
case), our approach identifies “biased” and “neu-
tral” texts as per how they are defined or annotated
in the training data for a specific task. Hence, the
labels (fair or biased) assigned to certain text ex-
amples may not be perceived accordingly in other
settings and tasks. We also note that, although the
use of explicit gender terms in certain domains may
be deemed to introduce biases (in some recruitment
scenarios for instance), this practice may be accept-
able or even encouraged in other domains such as
in text discussions about diversity and sexism.
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A Appendix

Table 3: Dataset statistics

Dataset Attributes Classifier Train Dev Test
Jigsaw Sexist 24K 32K 1K 1K

Neutral 24K 92K 3K 3K
Yelp Male 100K 100K 1K 1K

Female 100K 100K 1K 1K

Table 4: Sample text outputs from experiments

Gender bias mitigation (biased → neutral): Jigsaw
input text i hope the man learned his

lesson to slow down and
buckle up .

our model i hope the driver learned
his lesson to slow down and
buckle up .

input text i married a wonderful ma-
ture , loyal and dedicated
foreign women while work-
ing abroad ...

our model i married a wonderful ma-
ture , loyal and dedicated
foreign person while work-
ing abroad ...

Gender obfuscation (female → male): Yelp
input text overall , worth the extra

money to stay here .
our model overall , worth the damn

money to eat here .
input text i had prosecco and my

boyfriend ordered a beer .
our model i had prosecco and my wife

ordered a beer .

Table 5: Ablation study of our model on the Jigsaw gen-
der dataset. Without-LR: model with soft sampling
(class constraint) but no latent content representation,
Without-LR&SS: model with no class constraint and
no latent content representation

C.P PPL ACC%
Our model 99.71 76.75 88.10
Without-LR 99.69 98.87 93.44
Without-LR&SS 99.70 98.68 93.44

Table 6: Ablation study of our model on the Yelp
dataset. Without-LR: model with soft sampling
(class constraint) but no latent content representation,
Without-LR&SS: model with no class constraint and
no latent content representation. Although Without-LR
has a very high accuracy score, as can be seen from the
example in 8, many of the Without-LR texts are unable
to preserve content information

C.P PPL ACC%
Our model 99.05 45.17 43.20
Without-LR 96.62 45.72 84.20
Without-LR&SS 96.89 41.84 41.00

Table 7: Sample text outputs from ablation study from
Jigsaw dataset

Gender bias mitigation (biased → neutral): Jigsaw
input text if there was an article dis-

paraging women as idiots
there would be a protest and
a parade .

our model if there was an article dis-
paraging them as idiots
there would be a protest and
a parade .

Without-LR if there was an article dis-
paraging muslims as idiots
there would be a protest and
a parade .

Without-LR&SS if there was an article dis-
paraging muslims as idiots
there would be a protest and
a parade .

Table 8: Sample text outputs from ablation study Yelp
dataset

Gender obfuscation (female → male): Yelp
input text i did not buy extra insur-

ance !
our model i did not buy auto insurance

!
Without-LR i did not buy life insurance

!
Without-LR&SS i did not buy the pistol !
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