CIAug: Equipping Interpolative Augmentation with Curriculum Learning

Ramit Sawhney'; Ritesh Soun*; Shrey Pandit®; Megh Thakkar®;
Sarvagya Malaviya*, Yuval Pinter”

fGeorgia Institute of Technology
*Sri Venkateswara College, DU
SBITS, Pilani
*Manipal University Jaipur
“Ben-Gurion University of the Negev

rsawhney3l@gatech.edu,

Abstract

Interpolative data augmentation has proven to
be effective for NLP tasks. Despite its mer-
its, the sample selection process in mixup is
random, which might make it difficult for the
model to generalize better and converge faster.
We propose CIAug, a novel curriculum-based
learning method that builds upon mixup. It
leverages the relative position of samples in
hyperbolic embedding space as a complexity
measure to gradually mix up increasingly diffi-
cult and diverse samples along training. CIAug
achieves state-of-the-art results over existing in-
terpolative augmentation methods on 10 bench-
mark datasets across 4 languages in text clas-
sification and named-entity recognition tasks.
It also converges and achieves benchmark F1
scores 3 times faster. We empirically analyze
the various components of CIAug, and evaluate
its robustness against adversarial attacks.

1 Introduction

Data augmentation is an effective tool for avoiding
overfitting in model training in cases where there
is an absence of sufficient training data (Liu et al.,
2021). Interpolative augmentation techniques, such
as Mixup (Zhang et al., 2018), have shown an in-
crease in model performance across various modali-
ties, with further improvements gained by applying
Mixup at latent representation layers (Chen et al.,
2020a). Current implementations of Mixup select
samples for interpolation at random, not leverag-
ing the potential for adaptive selection techniques
which have been shown to lead to better general-
izability (Chen et al., 2020b). In addition, these
methods do not account for the spatial distribu-
tion of linguistic data, known to extend beyond the
capacities of euclidean space (Nickel and Kiela,
2017).
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Figure 1: Overview of CIAug showing curriculum-
based sample selection using hyperbolic distance to
perform interpolation.

We propose CIAug', a method which addresses
these challenges by offering an augmentation pro-
cedure that selects samples in an adaptive fashion
and is geometrically sound. CIAug’s sampling
strategy follows the idea that selecting easier mix-
ing samples first and gradually increasing sample
difficulty based on relative spatial position would
generate more suitable synthetic inputs, resulting
in better model training (Xu et al., 2021). This
notion ties in with the framework of curriculum
learning (Krueger and Dayan, 2009), where train-
ing data is presented in a similarly staggered way,
increasing model capabilities (Bengio et al., 2009).
CIAug’s selection strategy performs distance oper-
ations in hyperbolic space, applying insights about
language data spatial distribution to its definition
of ‘similar samples’ (Tifrea et al., 2019). We first
train CIAug by sampling pairs of sentences similar
to each other for mixing, then gradually as training
progresses, we sample sentences that are dissimilar,
following the curriculum learning strategy.

Through experiments on 10 benchmark datasets
in English, Arabic, Turkish and German, we show

"'We release CIAug’s code at: https://github.com/
sounritesh/CIAug—-NAACL

1758

Proceedings of the 2022 Conference of the North American Chapter of the Association for Computational Linguistics:
Human Language Technologies, pages 1758 - 1764
July 10-15, 2022 ©2022 Association for Computational Linguistics


rsawhney31@gatech.edu
uvp@cs.bgu.ac.il
https://github.com/sounritesh/CIAug-NAACL
https://github.com/sounritesh/CIAug-NAACL

that CIAug outperforms state-of-the-art models in
classification and named-entity recognition tasks.
We probe the effectiveness of CIAug in conjunction
with different similarity measures and qualitatively
evaluate it. We show that CIAug converges faster
than traditional Mixup while being both generaliz-
able across tasks and languages, as well as more
resilient to adversarial classification examples.

2 Methodology

We illustrate CIAug’s sample selection strategy in
Figure 1. In this section, we first introduce Mixup
(§2.1), and follow by formulating CIAug and its
relative sample distribution component (§2.2).

2.1 Interpolative Mixup

Given two data samples z;, z; € X with labels
vi,y; € Y, where 4,j € [1, N], Mixup (Zhang
et al., 2018) performs a linear interpolation with
ratio r between these two samples according to
eq. (1), creating a new synthetic data point 2’ and
its label y/':

x’ = Mixup(zi,z;) =r-x; + (1 — 1)z "
y' = Mixup(yi,y;) = r-yi + (1= 1)y,
Interpolative Mixup (Chen et al., 2020a) per-
forms linear interpolation over the latent represen-
tations of models. Let fy(-) be a model with pa-
rameters 0 having K layers. fg,(-) denotes the
n-th layer of the model, h,, the hidden space vector
at layer n for n € [1, K], and hg the input vec-
tor. Interpolative Mixup at a layer k ~ [1, K] can
be done by separately calculating the latent repre-
sentation of the layers before the k-th layer. For
input sample x;, we let h, denote the hidden state
representations at layer n,

i = fon(hi_y),
b= fon(hl_y),

n € [1, k]

2
n € [1,k] @

We then perform Mixup over individual hidden
state representations 1, hi from layer k as,

hix =Mixup(hi, hl)=r-hi + (1 — r)-hi 3)

The mixed hidden representation hy, is used as the
input for the continuing forward pass,

hn:fﬂ,n(hnfl); n e [k-'-l,K} (4)

Algorithm 1 CIAug

M < Learnable distance matrix initialized with hyperbolic
distances
N < No. of training samples
X < Training samples
Y < Training labels
m <— No. of epochs
75 < Diversity threshold € (0, 1)
Te < Curriculum threshold € (0, 1) for sample complexity
fork € {1,...,m} do
forie {1,...,N} do
Si < SSET()(7 MZ', Ts, TC) (6)
Select Tj €ER Sli
x’; « CIMixup(z;, ;) (8)
y'; + CIMixup(y;, y;)
Your = Predict(x’;)
LOSS(youh y/i)
end for
Te < UPDATE(7e) (7)
end for

2.2 CIAug

Although Mixup helps models generalize better, it
selects samples for interpolation randomly. Deriv-
ing information from the spatial distributions of the
samples to be mixed, and utilising it to introduce
curriculum and diversity in sample selection, can
lead to performance improvements.

We present steps involved in CIAug in Algo-
rithm 1. CIAug encodes the relative complexity be-
tween instances in a learnable matrix M € RV*Y
which we initialize using a distance metric. Mo-
tivated by evidence that euclidean space, where
models typically operate, is not able to effectively
capture the complex properties of natural language
data (Ganea et al., 2018), we use hyperbolic dis-
tance as our metric for modeling representations
while performing interpolative operations (Sawh-
ney et al., 2021). The hyperbolic distance Dy, be-
tween embeddings e; = fp(z;) and e; = fy(z;) is
defined as:

Dh(ei ;) = 2tan™ ' (||(—e;) @ ei]), )

where @ represents Mobius addition (A.1).

In contrast to Mixup, CIAug is defined for one
sample. Given a sample z;, we create a set S; of in-
creasingly diverse samples in the dataset relative to
x; using an operation labeled SSET and thresholds
Ts and 7.

Si = SSET(X, M;, 75, 7¢) := {zk|zr € X, 7s < My < 7}, (6)

where 75 = T-max(M,) at each step of training,
and T € (0, 1) is a hyperparameter. 75 helps in sam-
pling the most diverse samples relative to x;. Al-
though sample diversity helps the model generalize,

1759



it may not guarantee global convergence. Exposing
the model to extremely diverse samples early in
the training process can be detrimental to its perfor-
mance. Therefore, we introduce a distance-based
learning curriculum using a second threshold, 7,
which selects mixing samples which are increas-
ingly diverse from z;’s perspective. 7. is dynam-
ically updated during training using an UPDATE
operation:

UPDATE(T.) = Te + @)

where a € (0, 1) is a hyperparameter and 7. =0.1,
initially.

We then sample a random instance from x; € S;
to perform Mixup with z;.

Using M, we change the Mixup formulation
(Equation 1) for samples ¢ and j and define
CIMixup as,

CIMiXup(Ii,Ij) = (1 — Mij) cxi + My -z 8)

Finally, we formulate CIAug as:

CIAUG(z;) =CIMIXUP(z4,7;), ©; € Si.  (9)

We replace the Mixup operation from Equation
3 with the CIAug operation in Equation 9 to eval-
uate CIAug. The final hidden state output h g is
passed through a multi-layer perceptron (MLP) g4
for classification. We optimize the network us-
ing KL Divergence loss between the final output
g¢(hx) and mixed label y' = CIMixup(y;,y;),
which also trains the matrix M end-to-end.

3 Experimental Setup

We evaluate CIAug on classification and NER tasks
in various settings across 4 languages, and on
GLUE datasets (Wang et al., 2018).

3.1 Training Setup

We use BertAdam optimizer (Wolf et al., 2020)
with a learning rate of 2e-5, batch size of 8 and
weight decay of 0.01, trained for 10 epochs. CIAug
is performed over a layer randomly sampled from
all model layers. For the datasets in English we
use BERT (Devlin et al., 2019) as our base model
fo, and for other languages we use mBERT. For
calculating distances between instances, we use
the [CLS] token representation from the sentence
embeddings. Due to lack of powerful computa-
tional resources, we train on 10,000 samples for
SST-2 dataset, and keep the validation and test set
unchanged.

fo WMix SMix HMix ClAug
SST-2 90.32 9134 91.21 56.31 92.93*
TREC-Fine 90.16 87.13 87.89 11.70 92.80*
TREC-Coarse 97.52 96.10 96.59 25.80 98.20*
COLA 8491 84.95 85.15 69.31 | 95.32*
TTC 91.30 90.18 91.15 23.66 91.50*
AHS 70.25 7220 71.70 54.14 74.14*
RTE 65.56 67.50 62.81 46.42 68.23"
MRPC 86.37 85.78 8529 68.38 87.01"
CONLL-en 85.35 86.29 8594 76.77 86.85"
CONLL-de 9091 91.73 91.86 80.36 = 92.64"

Table 1: Performance comparison of CIAug with other
baseline augmentation methods. Improvements are
shown in blue . Bold shows the best result. * shows
significant (p<0.01) improvement over baseline fy

Non-trainable M Trainable M
Euc-CIAug CIAug Euc-ClAug CIAug

SST-2 91.17 92.67 91.71 92.93*
Trec-fine 92.10 93.00 92.40 92.80

Trec-coarse 97.50 97.80 97.61 98.20"
CoLA 87.76 91.92 92.55 95.32*
TTC 90.87 91.33 91.00 91.50*
AHS 67.42 72.57 70.42 74.14*
RTE 64.62 68.95 62.09 68.23

MRPC 84.55 85.04 84.31 87.00"
CoNLL-en 85.49 86.77 86.63 86.85"
CoNLL-de 91.05 92.32 91.91 92.64"

Table 2: Ablation study of CIAug with different dis-
tance constraints. Bold shows the best result. * shows
significant (p<0.01) improvement over Euc-CIAug-NT

3.2 Evaluation

For a comprehensive evaluation, we compare
CIAug with some standard baselines: word-mixup
(WMix), sentence-mixup (SMix) (Guo et al., 2019),
HypMix(HMix) (Sawhney et al., 2021). We use F1
score as a metric for evaluating CIAug and compar-
ing it with other baselines.

4 Results and Analysis

We present our main results in Table 1. We observe
that CIAug outperforms the baseline fy, validating
that selecting diverse samples based on similarity
enhances the model performance. We further find
that the hyperbolic variant of sample selection per-
forms better than the Euclidean CIAug (Table 5
in the appendix). This validates that hyperbolic
space is more capable of capturing the complex
hierarchical information present in the sentence
representation, leading to better comparison and
sample selection.
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Ts Ts

Euc Hyp Euc Hyp

o Buc 9171 9243 o Buc 6209 6426
Hyp 91.82 92.93 Hyp 63.17 68.23

(a) SST-2 Dataset (b) RTE Dataset

Table 3: F1-score with different distance metrics for
diversity and curriculum threshold, 75 and 7.

# Epochs
— 4
K,

Mixup  CIAug-NC CIAug-NT  CIAug

Figure 2: Convergence comparison of Mixup with
CIAug-NC (No curriculum), CIAug-NT, CIAug as num-
ber of training epochs needed to reach a benchmark F1
score. (AHS benchmark score:72%).

We also compare CIAug with its non-trainable
matrix counterpart where sample selection is based
on the relative position of sentences, using a con-
stant matrix M. We observe that this variant per-
forms worse, suggesting that M is able to capture
sample-specific information relative to other sam-
ples, generating more suitable sample selection and
mixing ratio while performing interpolative data
augmentation.

Impact of distance metric We explore the effec-
tiveness of CIAug with the euclidean and hyper-
bolic distance measures as diversity and complexity
metric for the thresholds, 75 and 7.. The results,
presented in Table 3, show that utilizing hyperbolic
distance for both thresholds yields the best results,
suggesting that hyperbolic space captures the hier-
archical properties of textual data better, gauging
the relative diversity and complexity of samples
effectively.

Analysing the convergence of CIAug For all
benchmark datasets, we observe that CIAug
reaches a benchmark F1 score faster than Mixup
method, as shown in Figure 2.> As CIAug selects
samples for Mixup based on a learning curriculum,
it leads to generation of more suitable synthetic
samples in a staggered manner resulting in better
training (Xu et al., 2021) and faster convergence.

>We get similar results on the other datasets.

Method Accuracy  Adversarial Accuracy
Mixup 65.56 55.95
CIAug-NT 68.95 66.06
CIAug 68.23 64.62

Table 4: Performance on adversarial examples generated
using synonym substitution on RTE.

—TREC-Fine

"""---,_7AHS

0 02 04 06 08 1

Value of «

Figure 3: Change in performance in terms of F1 with
varying « for CIAug

Adversarial Robustness Adversarial attacks
confuse a model by providing specifically designed
inputs. We compare the robustness of CIAug with
Mixup by performing black-box adversarial attacks.
Using the NLPAug library (Ma, 2019) we substitute
up to 10% of the words in each sentence with their
synonyms found in WordNet (Feinerer and Hornik,
2020) and present the results in Table 4. We ob-
serve that both CIAug-NT and CIAug are more
robust compared to regular Mixup by a difference
of 6.72% and 6% respectively. This robustness to-
wards adversarial attacks could be attributed to the
curriculum-learning-based interpolative technique
which resulted in better training and generalizibility
of underlying model.

Curriculum threshold We perform a study on
CIAug by varying « in the the curriculum learn-
ing threshold 7, as in equation 7, and present it in
Figure 3. A lower value of o would result in the
slow increase of 7., which can lead the underlying
model to not converge properly, whereas a higher
value of a would result in accelerated increase of
Te, losing the advantages of curriculum learning.
Figure 3 shows the existence of an optimal a for
curriculum learning.

5 Conclusion

We propose CIAug, a novel mixup technique that
uses curriculum learning, leveraging the relative
spatial positions of the samples in the embedding
space as a measure of complexity to signal curricu-
lum learning. CIAug achieves state-of-the-art re-
sults over existing interpolative data augmentation
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methods on 10 standard and multilingual datasets
in English, Arabic, Turkish and German. CIAug
converges faster than the traditional Mixup tech-
nique, while being generalizable across different
tasks and modalities.
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EFL (2021) 96.90 86.40 93.36 80.90
FNet (2021)  94.00 78.00 96.89 89.97
SSMix (2021) 92.95 86.76 97.60 90.24
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CIAug (Ours) 92.93 95.32 98.20 92.80

Table 5: Performance comparison with additional base-
lines and interpolative augmentation methods.

A Hyperbolic Geometry

A.1 Mobius Addition

Mobius addition & for a pair of points x,y € B,
defined as,

(1 + 20z, ) + lP)z + (1 ||zl
Dy = 10
TOy T+ 2z 4) 1 Pl {10

, (.,.), || - || are Euclidean inner product and norm.

B Extended Analysis

We compare the performance of CIAug with some
recent baselines and interpolative augmentation
techniques like (Jindal et al., 2020) and (Yoon et al.,
2021) on standard English and GLUE datasets.

C Dataset Details

1. TTC. (Kiling et al., 2017), Turkish Text Cat-
egorization dataset consists of 3600 Turk-
ish documents (news/texts) classified into 6
classes.

2. CoLA. (Warstadt et al., 2018), abbreviation
for the Corpus of Linguistic Acceptability is a
part of GLUE (Wang et al., 2018) benchmark.
It is a collection of English sentences from 23
linguistic publications that are annotated for
their grammatical acceptability.

3. SST-2. (Socher et al., 2013) is a GLUE (Wang
et al., 2018) benchmark dataset consisting of
English sentences from movie reviews. Sam-
ples in the dataset are annotated for sentiment
classification task.

4. TREC-Coarse. (Li and Roth, 2002), The
Text REtrieval Conference-Coarse is a ques-
tion classification dataset consisting of 6
classes. The data is sourced from English
questions by USC, TREC 8, TREC 9, TREC
10 and manually constructed questions.
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5. TREC-Fine. (Li and Roth, 2002) contains
the same set of questions as TREC-Coarse
grouped into 47 fine-grained classes.

6. AHS. (Albadi et al., 2018) is an Arabic hate
speech classification dataset focusing mainly
on Saudi Twittersphere.

7. RTE. (Bentivogli et al., 2009) The Recogniz-
ing Textual Entailment (RTE) datasets come
from a series of textual entailment challenges.
Data from RTE1, RTE2, RTE3 and RTES is
combined. Examples are constructed based
on news and Wikipedia text. Metric used here
is accuracy

8. MRPC.(Dolan and Brockett, 2005) The Mi-
crosoft Research Paraphrase Corpus is a cor-
pus of sentence pairs automatically extracted
from online news sources, with human anno-
tations for whether the sentences in the pair
are semantically equivalent. Metric used here
is accuracy

9. CONLL. (Tjong Kim Sang and De Meulder,
2003) It is a named entity recognition dataset
released as a part of CoNLL-2003 shared task:
language-independent named entity recogni-
tion. The data consists of eight files covering
two languages: English and German.

D Experimental Setup

We provide a detailed explanation of our experi-
mental setup in table 6

Parameter Value
Optimizer BERTAdam 2020
Learning Rate 2e-5
Batch Size 8
B, B2, € 0.9, 0.999, le-6
# Epochs 10
Evaluation Metric F1 Score

BERT-base-uncased,

Base Model BERT-base-multilingual-uncased

Classifier

(over architecture) Linear layer

Hardware Nvidia V100

Table 6: Model and training setup for CIAug.

Mixup

Layer Set AHS MRPC
{3.4} 71.12 82.84
{1,2} 72.21 85.62
{6,7,9} 72.57 83.08
{7,9,12} 73.77 84.06

{3,4,6,7,9,12} 74.14 87

Table 7: Layer-wise ablation score (F1) when perform-
ing interpolative augmentation.

E Qualitative Analysis
E.1 Layer-wise Ablation

We compare the performance of CIAug on different
set of mixup layers in table 7. TMix attains best per-
formance on layer set 7,9,12 is used because layers
6,7,9,12 contains the most amount of syntactic and
semantic information (Chen et al., 2020a). CIAug
achieves best performance on layer set 3,4,6,7,9,12,
this suggests other than syntactic and semantic in-
formation, curriculum learning based approach in
CIAug helps to capture the surface-level informa-
tion in layer 3 and 4 (Jawahar et al., 2019).

F Limitations

Even though CIAug converges faster and performs
better than other baseline interpolative techniques,
the computational power required is not so fairly
available in many devices. We plan to work on
improving the efficiency of the parameterized ma-
trices involved in the computation, such as using
sparse matrices.
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