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Abstract

Catastrophic forgetting is a challenge for model
deployment in industrial real-time systems,
which requires the model to quickly master a
new task without forgetting the old one. Con-
tinual learning aims to solve this problem; how-
ever, it usually updates all the model parame-
ters, resulting in extensive training times and
the inability to deploy quickly. To address this
challenge, we propose a parameter-efficient
continual learning framework, in which effi-
cient parameters are selected through an offline
parameter selection strategy and then trained
using an online regularization method. In our
framework, only a few parameters need to be
updated, which not only alleviates catastrophic
forgetting, but also allows the model to be
saved with the changed parameters instead of
all parameters. Extensive experiments are con-
ducted to examine the effectiveness of our pro-
posal. We believe this paper will provide useful
insights and experiences on developing deep
learning-based online real-time systems.

1 Introduction

In industry, many text-related applications have
enjoyed a superior performance boost from the
emerging of pre-trained language models, such as
word2vec (Mikolov et al., 2013a,b; Zhao et al.,
2017) , ELMo (Peters et al., 2018), GPT (Radford
et al., 2018, 2019), and BERT (Devlin et al., 2019;
Liu et al., 2019; Sun et al., 2019). However, when
a fine-tuned model needs to be updated to master
a new task swiftly, it usually loses the ability to
handle previous tasks. This phenomenon is known
as catastrophic forgetting (French, 1999), and it
poses a significant issue in industrial settings.
Continual learning aims to incrementally ex-
pand acquired knowledge for future learning (Chen
and Liu, 2018), and mitigate the impact of catas-
trophic forgetting in the meantime. Existing con-
tinual learning methods usually use data replay
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(Rebulffi et al., 2017b), parameter isolation (Rusu
et al., 2016; Fernando et al., 2017), and regular-
ization (Kirkpatrick et al., 2017; Li and Hoiem,
2017) to make models adapt to new tasks without
catastrophic forgetting. However, these approaches
lack research on implementing continual learning
in industrial scenarios, where endowing models
with continual learning capabilities meets numer-
ous practical constraints. For time constraints,
when new data or tasks arrive, the model should
be launched in minutes or even seconds, which is
common in time-sensitive scenarios, €.g., blocking
certain rumors content. For space constraints, the
strong demand for tracing tasks makes it necessary
to save every model once it is changed. So for the
current large-scale pre-trained models, storage be-
comes an industrial challenge with the increase of
new tasks.

To solve these industrial challenges, we propose
a parameter-efficient continual learning framework
based on an offline parameter selection strategy.
The framework consists of two parts, i.e., offline
calculation and online training. In the offline cal-
culation part, all the parameters that are important
to the old task are selected to be fixed, while the
remaining parameters are employed to learn the
new task. Since in a real industrial scenario, the
arrival of a new task will have an interval of hours
or even days, we can make full use of this inter-
val to advance the selection of parameters. During
the online training phase, the model is parameter-
efficiently trained on a new task within a small
set of parameters and further combines multiple
regularization-based methods (Kirkpatrick et al.,
2017; Li and Hoiem, 2017) to overcome catas-
trophic forgetting. To alleviate storage costs, we
only save the modified parameters for each snap-
shot. Extensive experiments demonstrate that our
framework can maintain the old task performance
while learning a new task quickly. Our implementa-
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tion is based on UER-py pre-training toolkit' (Zhao
etal., 2019).

The main contributions of this paper can be sum-
marized as follows:

* We are the first to explore continual learning
with only a few model parameters, and show
that updating 0.1% parameters of BERT can
achieve competitive performance.

* We propose a parameter-efficient continual
learning framework that solves issues in
real-world industrial settings by utilizing
parameter-efficient-based offline parameter se-
lection strategies and regularization-based on-
line training methods.

» Extensive experiments on a real-world domain
incremental text classification task verify the
effectiveness of our proposed framework.

2 Related Work

2.1 Continual Learning

The major challenge of continual learning is catas-
trophic forgetting (McCloskey and Cohen, 1989;
French, 1999), which occurs when optimizing for a
new task causes performance degradation on a task
learned previously. Methods designed to mitigate
catastrophic forgetting mainly fall into three cate-
gories: replay methods, parameter isolation meth-
ods, and regularization-based methods (Delange
et al., 2021).

Replay methods explicitly retrain on a subset of
stored old task samples while training on new tasks.
Instead of selecting samples at random, Rebuffi
et al. (2017b) incorporated the Herding technique
(Welling, 2009) to choose samples that best ap-
proximate the mean feature vector of a class, and
it is widely used in Castro et al. (2018), Wu et al.
(2019), Hou et al. (2019), Zhao et al. (2020), Mi
et al. (2020a,b). Ramalho and Garnelo (2019) pro-
posed to store samples that the model is least con-
fident. However, replay methods exploit samples
from old tasks, which will slow down the online
training. To meet the time constraint, they are not
used in our framework.

Parameter isolation methods dedicate different
model parameters to each task, which are divided
in two directions. One is growing a new branch
network for a new task, while freezing previous
task parameters (Rusu et al., 2016; Xu and Zhu,

Uhttps://github.com/dbiir/UER-py/

2018). The other one is masking out parameters
of previous task during new task training, which is
imposed either at parameters level (Fernando et al.,
2017; Mallya and Lazebnik, 2018), or unit level
(Serra et al., 2018). Parameter isolation is unsuit-
able for usage in industrial scenario. It is difficult
to keep track of the model’s scale if the number of
used parameters is continually accumulated as the
number of tasks increases.

Regularization-based methods add an addi-
tional regularization term in the loss function,
which will consolidate previous knowledge when
learning on new data (Delange et al., 2021).
Elastic weight consolidation (EWC) (Kirkpatrick
et al., 2017) is a well-known regularization-based
method, which introduces network parameter un-
certainty in the Bayesian framework. LwF (Li and
Hoiem, 2017) is another regularization method, us-
ing the previous model to infer current data and
taking the outputs as soft labels to mitigate forget-
ting and transfer knowledge.

2.2 Parameter-efficient Training

Training a model with a few parameters is useful
in many applications. Not only does the model
have the potential to achieve better performance,
but also disk space can be saved by only saving
the updated parameters for each task. Recent work
has shown that it is possible to update only a small
subset of the model’s parameters during training.
This kind of work could heavily alleviate storage
and deployment communication requirements . For
example, Adapters (Houlsby et al., 2019; Rebuffi
et al., 2017a; Bapna et al., 2019) introduce addi-
tional trainable parameters into a pre-trained model
in the form of small task-specific modules while
the rest of the model’s parameters are kept fixed.
Many works like Diff Pruning (Guo et al., 2020)
and BitFit (Ben Zaken et al., 2021) have shown
that it is possible to update only a small subset
of the model’s parameters during training, which
can alleviate storage and communication require-
ments. Xu et al. (2021) and Sung et al. (2021)
even show a acceptable performance on random
selection of parameters. Therefore, we choose to
perform parameter-efficient training on continual
learning to quickly master a new task while avoid
catastrophic forgetting.

3 Methodology

We introduce a parameter-efficient continual learn-
ing framework, as shown in figure 1. Our frame-
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Figure 1: The overall architecture of the parameter-efficient continual learning framework.

work is divided into two components. The first
is offline computation, which makes use of the
interval between tasks to evaluate the data and se-
lect the parameters that are crucial to old tasks.
These parameters are kept fixed in the new task.
The other part is online training. In this stage,
we utilize parameter-efficient training to perform
new task training on the parameters that are not
fixed. In addition, we introduce some well-known
regularization-based methods in our framework for
further improvement.

3.1 Offline calculation

The goal of offline calculation is to select the subset
of parameters that are (in some sense) the most im-
portant to all of the old tasks, and fix them. There-
fore, we make full use of the interval between tasks
to review the previous training data, and calculate
the parameters that are important to the previous
tasks in the latest model (snapshot). These parame-
ters will be fixed in the new task, and the remaining
parameters will participate in the training.

As for the method of measuring the impor-
tance of parameters, we consider the indicator of
how much changing the parameter will impact the
model’s output. The Fisher information is particu-
larly well suited to identifying the highly relevant
subset of parameters for previous tasks. It serves
as an useful tool for estimating how much informa-
tion a random variable contains about a parameter
of the distribution (Tu et al., 2016). The Fisher
information assumes that the more important the
parameter towards the target task, the higher value
it conveys. Formally, the Fisher information for the
parameter 6; is as follows:

F(6;) =

D 2
1 |Z| (aalogp (vjlx;:6) 0
j=1

ﬁ . 00,

Traditional training Parameter-efficient training

Figure 2: Illustration of parameter-efficient training.

where D denotes the task-specific training data, x
and y denote the input and the output respectively.

3.2 Parameter-efficient Online training

Given the important parameters selected in offline
stage, we use the remaining parameters for online
training. Updating subset of the parameters can
avoid catastrophic forgetting to some extent and
largely decrease the storage space required by the
snapshot. In addition, we combine the parameter-
efficient training with two typical regularization-
based continual learning methods. The combi-
nation of multiple orthogonal techniques can fur-
ther improve the performance of our system. The
overview optimization objective is as follows:

L(Q*) = LCE(O*) + Lregul—based(e*)’ 0" € Seo
2
where Sy are parameters selected from the of-
fline calculation stage, which have small Fisher
values. Lcg denotes the cross-entropy loss, and
Ly egui-basea denotes regularization-based method
loss.

3.2.1 Parameter-efficient learning

As shown in figure 2, in traditional training setting
(left), all of the model’s parameters are updated.
But in our online training (right), we only train a
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few parameters, and most of the parameters are
fixed according to the result of offline calculation
to avoid forgetting old tasks. In general, the model
will be easy to forget old tasks while learning new
tasks, if more parameters are updated. Therefore,
in our framework, we choose to perform parameter-
efficient training on parameters that are not impor-
tant to previous tasks, which are not fixed. Refer
to previous experience (Ben Zaken et al., 2021; Xu
etal., 2021), we chose a layer-wise strategy to se-
lect important parameters. We fixed the parameters
from large to small (Fisher information) in a certain
proportion at each layer.

On the other hand, updating a small number
of parameters is beneficial for storage purpose
and rapid deployment. Sometimes we need to de-
ploy our model on thousands of servers. So the
model size needs to be as small as possible (around
1.2 GB for BERT-Large 400 MB for BERT-Base).
Our framework only needs to store the values and
indices denoting the position of the updated pa-
rameters. Our experimental results demonstrate
that only 0.1% trainable parameters of the original
model can achieve competitive performance.

3.2.2 Regularization-based method

EWC and LwF are two representative approaches
for preventing catastrophic forgetting in neural net-
works. They respectively add restrictions on model
parameters and output activation. The two methods
are orthogonal and we combine them as follows:

Lregul—based(g) =4 LEWC(H) + /IZLLWF(Q)
3)
Elastic Weight Consolidation (EWC) (Kirk-
patrick et al., 2017) introduces network parameter
uncertainty in the Bayesian framework. Intuitively,
this approach consists of a L2 penalty on the dif-
ference between the parameters for the old 67 (i
denotes the indexes of the parameters) and the new
0;. It uses the diagonal of the Fisher information
matrix F; (2) to weight different parameters. The
EWC loss (4) slows down the learning process of
task-relevant parameters, which contains knowl-
edge learned previously.

Lewc(6) = > Fi(0; - 60})° @)

From formula (4), we can see that if most of the
parameters are fixed, it is equivalent to reducing

the EWC loss, which is beneficial to preventing
catastrophic forgetting.

Learning without forgetting (LwF) (Li and
Hoiem, 2017) is another method for continual learn-
ing. Before training the new task, network outputs
for the new task data are recorded, which is denoted
by y,,. It will be subsequently used during training
to distill prior task knowledge. LwF employs a vari-
ant of knowledge distillation. In our framework,
we use L2 (5) loss to regulate the outputs:

Lpwr(0) = Z(yo - y/o)z 5
k

4 Experiment

In this section, we empirically verify the effective-
ness and efficiency of our framework under the
setting of incremental text classification tasks in
the industrial scenarios.

4.1 Dataset & Implementation Details

In the experiments, we utilize the Amazon Reviews
dataset (He and McAuley, 2016) to examine our
method, which is widely used in text classification
tasks. The original dataset contains 142.8 million
product reviews collecting from 29 different do-
mains. To be consistent with our industrial sce-
nario, we firstly create a reduced dataset by ran-
domly selecting 10000 pieces of data from 12 do-
mains as the base task, 6000 of which are used as
training set, 2000 as validation set, 2000 as test set.
In the incremental learning session, we construct
17 subsequent tasks with 300 examples for training,
100 for validation and 100 for test from the rest
domains.

We adopt the BERT-Base model (Devlin et al.,
2019) and the BERT default uncased vocabulary.
All runs use the AdamW optimizer” (Kingma and
Ba, 2014; Devlin et al., 2019) with 5 epochs, 32
batch size and 0.1 dropout rate. For the base task,
we set learning rate as 2e-5. For the incremental
tasks, we set learning rate as 2e-3, 4; as 0.35 and
A> as 1. Based on offline calculation results, we
only pick up 0.1% parameters to participate in each
training process. Our experiments are conducted in
Intel(R) Xeon(R) CPU E5-2699 v4 at 2.20GHz, 2
Nvidia Tesla P40 GPU with 24 GB of RAM.

Zhttps://www.fast.ai/2018/07/02/adam-weight-decay/
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Order | ~ Method —» | EWC LwF EWC&LwWF PE-rand PE-* | Lower Bound Upper Bound
I 4739 47.6 45.76 50.6 50.46 45.14 51.59
II 48.54 4795 48.3 51.35  51.63 45.81 53.18
1 40.44 45.23 42.11 4542 49.51 38.29 51.1
v 43.27 45.16 41.04 42.07 46.8 41.27 54.78
Average Acc 4491 46.49 43.30 47.36 49.6 42.63 52.66

Table 1: Main result of text classification (above) averaged accuracy score respectively (see Appendix A for the

dataset orderings).

4.2 Models

We compare our proposed models with the a series
of baseline methods in our experiments:

¢ lower-bound: a standard classification model
is fine-tuned on the individual task without
any continual learning strategy, which can be
considered as the lower-bound method.

* upper-bound: a model is trained on all tasks
simultaneously, which can be considered as
the upper-bound method since it has access to
the whole dataset.

* EWC & LwF: Two classical regularization-
based methods for continual learning.

* PE-rand: Our proposal model is trained
by randomly choosing some parameters and
keeping them unchanged during online train-
ing stage, instead of using the offline calcula-
tion strategy.

e PE-*: Our continual learning framework,
including offline calculation and parameter-
efficient online training.

4.3 Results

The models are trained on the current training set
and evaluated on the union of all the test sets. To
ensure the robustness of the task ordering, we eval-
uate our methods on the four different orderings
(chosen randomly), which are shown in Appendix
A.

Table 1 provides a summary of our main results.
We report the micro-averaged accuracy for the clas-
sification task. The lower bound is trained in the
current task without using any continual learning
strategy to overcome catastrophic forgetting, while
the upper bound is trained on all data after the new
task comes, which can be considered multi-task
method. There is a significant gap between the
lower bound and the upper bound, which illustrates
the need for continual learning. As the classical CL

methods, EWC and LwF outperform the standard
model without any specific continual learning, but
still suffer from catastrophic forgetting in the order
IV. It can be seen that our proposed PE-* achieves a
better performance than EWC, LwF and their com-
bination. This is because most of the parameters
in BERT are fixed, which is equivalent to posing
a strict regularization to the parameters to prevent
catastrophic forgetting while using the remaining
parameters to learn new tasks. Compared to PE-
rand, PE-* has a better average accuracy, which
verifies the importance of parameter selections. Al-
though the random selection method outperforms
PE-* in order I, it is difficult to obtain a suitable
set of parameters in most cases for models to learn
new tasks while maintaining previous knowledge.

Moreover, according to the principles of EWC
and LwF, the former records the initial model pa-
rameters, and the latter records the data features of
new tasks. As the training progresses, their regular
loss terms especially Lgwc (6) will get bigger and
bigger in model like BERT-Base with 110M pa-
rameters. What’s more, in real industrial scenarios,
each new task may have different suitable hyper
parameters. We do not have time to do grid search
of the best hyper parameters, so Agwc and Ap,r
may not be optimal solutions. This results in an un-
balanced ratio of L(6) to Lgwc(0) and Ly, (6),
where L(6) may much smaller than Lgwc(68) and
L1wr(0). Therefore, as the number of tasks in-
creases, the training of new tasks will become
more and more difficult with the same set of hyper-
parameters. However, the previous tasks have not
been fully learned. This problem accumulates grad-
ually in regularization-based method and leads to
results that are not as good as our method (PE-*)
which just handles a very small amount parameters.

Figure 3 shows the accuracy of model on the first
task test set as the model are trained on more tasks.
The figure illustrates how well each model retains
its previously acquired knowledge as it learns new
knowledge. We can see that our framework is con-

319



. ~# lower-bound ” Y
—+ EWC&LWF  — unper-bound
] | - PE-rand

Figure 3: Performance on the first task test examples of
order I during training as training progresses.

Reserved Percent | Orderl Order2 Order3 Order4
0.50% 50.46 51.63 49.51 46.8
1.00% 50.04 51.63 49.05 47.34
5.00% 45.11 48.61 46.44 44.43
10.00% 39.08 38.36 34.38 37.61

Table 2: The effect of layer-wise parameter reserved
percentage on accuracy.

sistently better and more stable compared to other
methods.

4.4 Parameter-efficient Strategy

Figure 4 shows the weight map of Fisher informa-
tion. It can be seen that in the BERT model, the
parameters of the embedding-layer have little effect
on our classification task. Most of the important pa-
rameters are concentrated in the transformer block
layer, and the importance of the attention layer
is higher than that of the feed forward layer. In
addition, according to our statistics, we found that
13%(about 14M) of the parameters’ Fisher informa-
tion is 0, and most of them are in embedding-layer.

In our experiments, we found that the param-
eters to be fixed cannot be determined simply in
order of magnitude. According to (Jawahar et al.,
2019), BERT encodes rich linguistic information
in different transformer blocks. Therefore, refer to
previous experience (Ben Zaken et al., 2021; Xu
et al., 2021), we chose a layer-wise strategy to se-
lect important parameters. We fixed the parameters
from large to small in a certain proportion at each
layer of the model. To this end, each layer has
parameters for new tasks to learn.

4.5 Model Size

We set layer-wise parameter reserved for new task
to different values, 0.5%, 1%, 5% and 10%, and
the percent of parameters fixed for old task are
99.5%, 99%, 95% and 90%. The advantage of
our parameter-efficient continual learning becomes

Fisher Information Weight Map
embedding
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atten
feed_forward

atten
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atten
feed_forward

atten
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Parameter Weights

Figure 4: Calculating the model Fisher information by
review old tasks, where dark colors are weighted more
than light colors. The layers of BERT are ordered from
bottom to top (i.e. the embedding layer is shown at the

top).

Method Acc | Saved Parameters | Saved model size
EWC 47.49 110B 421MB
LwF 47.95 110B 421MB
EWC&LWF | 48.65 110B 421MB
PE-* 51.63 0.1B 1.2MB

Table 3: Comparison of storage costs.

more pronounced at extreme sparsity rates. In Ta-
ble 2, we report the accuracy across different task
orders and reserved rates. We can observe that
the more parameters fixed, the better the effect on
alleviating catastrophic forgetting.

In the above experiments, we only trained 0.1%
of the parameters in the BERT model. We use the
sparse-matrix method to store the model, and only
store the index and value each time, occupying
about 1.2 Mb of space, which is 0.3% of the entire
model, as shown in Table 3. Parameter-efficient
strategy greatly saves network bandwidth and stor-
age requirements.

5 Conclusion

This paper introduces a parameter-efficient contin-
ual learning framework, which is designed for real-
time incremental learning system. In offline stage,
the framework identifies the parameters that are
less important to the old tasks. By updating these
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parameters in online training stage, the model is
able to learn new tasks in short time without for-
getting the old ones. Furthermore, we surprisingly
find that decent results can be achieved by only
training a small subset of parameters (e.g. 0.1%).
This observation enables us to largely decrease the
storage of the snapshot, which is important for the
system requiring frequent update.
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A Task order

We use the following task orders (chosen randomly)
for text classification:

* Kindle_Store — Arts_Crafts_and_Sewing
— Electronics — Magazine_Subscriptions
— Pet_Supplies — Sports_and_Outdoors
—  Prime_Pantry —  Office_Products
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— Movies_and_ TV — Automotive —
CDs_and_Vinyl — Gift_Cards — Digi-
tal_Music — Clothing_Shoes_and_Jewelry
— Home_and_Kitchen — Software —
Grocery_and_Gourmet_Food

Pet_Supplies — Gift_Cards — Electronics
— Prime_Pantry — Office_Products — Dig-
ital_Music — Magazine_Subscriptions —
Home_and_Kitchen — CDs_and_Vinyl —
Grocery_and_Gourmet_Food

Digital_Music — Arts_Crafts_and_Sewing
- Office_Products - Maga-
zine_Subscriptions — Kindle_Store —
Software — Automotive — Prime_Pantry
— Grocery_and_Gourmet_Food —
Movies_and_ TV —  Electronics —
Home_and_Kitchen — Pet_Supplies
— CDs_and_Vinyl — Cloth-
ing_Shoes_and_Jewelry — Gift_Cards

Magazine_Subscriptions —
Sports_and_Outdoors — Dig-
ital_Music — Electronics —
Prime_Pantry - CDs_and_Vinyl
N Grocery_and_Gourmet_Food —

Home_and_Kitchen —  Software —
Arts_Crafts_and_Sewing - Cloth-
ing_Shoes_and_Jewelry — Pet_Supplies
— Office_Products — Kindle_Store —
Gift_Cards
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