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Abstract

Knowledge Graphs (KGs) are structured
databases that capture real-world entities and
their relationships. The task of entity retrieval
from a KG aims at retrieving a ranked list of
entities relevant to a given user query. While
English-only entity retrieval has attracted con-
siderable attention, user queries, as well as the
information contained in the KG, may be rep-
resented in multiple—and possibly distinct—
languages. Furthermore, KG content may
vary between languages due to different infor-
mation sources and points of view. Recent
advances in language representation have en-
abled natural ways of bridging gaps between
languages. In this paper, we, therefore, pro-
pose to utilise language models (LMs) and
diverse entity representations to enable truly
multilingual entity retrieval. We propose two
approaches: (i) an array of monolingual re-
trievers and (ii) a single multilingual retriever
trained using queries and documents in mul-
tiple languages. We show that while our ap-
proach is on par with the significantly more
complex state-of-the-art method for the En-
glish task, it can be successfully applied to vir-
tually any language with an LM. Furthermore,
it allows languages to benefit from one another,
yielding significantly better performance, both
for low- and high-resource languages.

1 Introduction

Knowledge graphs (KGs) are key for many search
applications. Consider, for example, the user query
“chess world champions”. Modern search engines
often present users with a list of world chess cham-
pions along with additional facts encoded as rela-
tions in a KG. The queries themselves, as well
as the information contained in a KG, may be
represented in multiple—and possibly distinct—
languages. This poses a challenge to traditional
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entity retrieval methods usually optimised for a sin-
gle language. In this work, we aim to tackle the
task of multilingual entity retrieval: given a query
in any language, and a KG holding data in multiple
languages, retrieve a ranked list of relevant entities.

The task of entity retrieval, when both the
query and KG are in English, is well-studied. Re-
cent years have seen remarkable progress, result-
ing in over 20% improvement on DBpedia-Entity
v2 (DE-v2), the standard test collection for the
task (Hasibi et al., 2017). Works like ESim (Ger-
ritse et al., 2020) and KEWER (Nikolaev and Ko-
tov, 2020) utilised word embedding techniques to
represent entities and user queries in the same la-
tent space. Meanwhile, EM-BERT (Gerritse et al.,
2022) combines a powerful entity extractor that
enhances user queries with a pre-trained language
model (LM), fine-tuned on another ranking task,
to establish a new state-of-the-art. These methods,
however, operated on a single language at a time
and were not studied in a multilingual setting.

While DE-v2 is an English-only collection,
Wikipedia and DBpedia (Auer et al., 2007) provide
a unique opportunity: because the contributors to
each language edition come from different back-
grounds and have different views, we often see rich
and diverse entity representations that go well be-
yond word-for-word translation. Moreover, many
entities are available only in some chapters but not
in others (see Appendix G for examples). Thanks
to its graph-based nature, DBpedia facilitates map-
ping between languages and different entities rep-
resenting the same subject. This, in turn, allows us
to build rich, multilingual representations.

Expanding DE-v2 to multiple languages, how-
ever, carries several risks. The collection was de-
veloped based on English DBpedia; therefore, its
pooling stage uses keyword-based retrievers opti-
mised for English. Moreover, annotators were only
presented with English content. In this paper, we
discuss these challenges through example queries
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and stress the importance of building a truly multi-
lingual collection end-to-end.

To address the task of multilingual entity re-
trieval, we introduce BERTE, a multi- and cross-
lingual entity ranking framework. Despite its sim-
ple design and its flexibility to use any LM out of
the box, it is comparable to the state-of-the-art on
DE-v2 in its original English form and thrives in
a variety of languages, including Spanish, Arabic,
and Hebrew. Furthermore, our experiments show
that BERTE can benefit greatly from combining
information from multiple languages to boost its
performance, establishing a new state-of-the-art for
a large subset of the queries.

The main contributions of our work are three-
fold: (i) A novel and simple yet effective entity
retriever for the monolingual setup; (ii) A system
for multilingual entity retrieval; and (iii) A system-
atic way to extend DE-v2 to multiple languages
accompanied with a set of strong baseline results.

2 Background and Related Work

Entity Retrieval While earlier works on retriev-
ing entities from a KG relied heavily on the graph’s
structure (Ciglan et al., 2012; Neumayer et al.,
2012; Nikolaev et al., 2016), recent works have
shown a tendency towards using graph embeddings
instead (Gerritse et al., 2020; Nikolaev and Kotov,
2020; Komamizu, 2020; Jameel et al., 2017; Liu
et al., 2019; Naseri et al., 2018). These methods
generally implement a keyword-based first-stage
ranker, such as BM25 (Robertson et al., 1995) and
then a learned reranker. Meanwhile, the current
state-of-the-art on DE-v2, EM-BERT, relies on a
state-of-the-art entity extractor (van Hulst et al.,
2020) to add textual representations of entities
to user queries, combined with a pretrained LM,
which already entails part of the domain knowl-
edge (Petroni et al., 2019). To do so, they apply a
linear transformation with aligned entity and word
piece vectors, similar to E-BERT (Poerner et al.,
2020). EM-BERT also uses a two-stage fine-tuning
procedure: First, on MS MARCO (Campos et al.,
2016), a large passage ranking dataset. Then, the
model is further fine-tuned on the actual query-
entity pairs from the training set of DE-v2. While
powerful, this approach is restricted due to its re-
quirements. On the other hand, our work achieves
similar performance in English without relying on
an entity extractor, pre-calculated entity embed-
dings, or additional large-scale fine-tuning. It is,

therefore, much easier to extend to other languages
Entity Linking Entity linking aims at identify-
ing and assigning entity mentions in a piece of
text (FitzGerald et al., 2021; van Hulst et al., 2020;
Shen et al., 2021). GENRE (De Cao et al., 2020),
for instance, uses BART (Lewis et al., 2019) and
Beam Search to generate names of entities. On
the other hand, BLINK (Wu et al., 2020) uses
a two-stage zero-shot linking algorithm, where a
very short textual description represents each entity.
While methods could be shared between both tasks,
here we focus purely on a retrieval task, where user
queries are formed by a specific information need.
Neural Information Retrieval Neural methods
have been shown to improve significantly keyword-
based retrievers in a wide range of tasks (Mitra
and Craswell, 2018), including ad-hoc retrieval
(Nogueira et al., 2019; Dai and Callan, 2020; Yu
et al., 2021; Nogueira and Cho, 2019; Akkaly-
oncu Yilmaz et al., 2019; MacAvaney et al., 2019;
Câmara and Hauff, 2020), question answering (Yu
et al., 2021), semantic reasoning (Xu et al., 2020),
and link prediction (Daza et al., 2021). Several Re-
trievers that ditch the initial keyword-based rank-
ing in favour of an end-to-end approach have re-
cently been proposed (Khattab and Zaharia, 2020;
Karpukhin et al., 2020; Xiong et al., 2020; Formal
et al., 2021). While we do not tackle this problem
in this paper, we acknowledge that it is a natural
direction for future work on entity retrieval.
Knowledge Graph Embeddings Graph embed-
dings have evolved greatly. With the intro-
duction of Graph Neural Networks (Wu et al.,
2021), methods like TransH (Wang et al., 2014),
HINGE (Rosso et al., 2020) and StarE (Galkin
et al., 2020) rose quickly in popularity. With the
inclusion of LMs, even more powerful methods ap-
peared (Poerner et al., 2020; Broscheit, 2019; Liu
et al., 2020a). These methods are usually focused
on general-purpose embeddings and then utilised
by entity retrieval systems, such as EM-BERT.
Multilingual and Crosslingual Retrieval A
system is considered multilingual when informa-
tion can be retrieved in two or more languages.
Meanwhile, crosslingual systems enable queries to
benefit from information sources in different lan-
guages, even if not explicitly trained in these (Pe-
ters et al., 2012; Conneau and Lample, 2019). For
example, Nair et al. (2020) use neural methods to
translate queries in context, while Litschko et al.
(2018) employ an unsupervised approach with mul-
tilingual embeddings. Recently, van der Heijden
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et al. (2021) studied how meta-learning can help
with multilingual and crosslingual text classifica-
tions using a version of XLM. (Conneau and Lam-
ple, 2019). These multilingual models, even be-
fore the fine-tuning stage, Even before the fine-
tuning stage, these multilingual models already
have crosslingual capabilities thanks to the multilin-
gual sources presented during pretraining (Muller
et al., 2021). Winata et al. (2021) studied the ap-
plicability of few-shot learning in a multilingual
setting on natural language understanding tasks.
They demonstrated that given a few examples in
English, the model could perform better than ran-
dom in other unseen languages. Zhang et al. (2021)
presented Mr. TYDI, a multilingual collection for
mono-lingual retrieval in multiple languages, de-
signed to evaluate ranking with learned representa-
tions and zero-shot results.
Multilingual Entity Retrieval The task of mul-
tilingual entity retrieval is somewhat unexplored,
given the lack of a truly multilingual benchmark.
De Cao et al. (2021) presented mGENRE for mul-
tilingual entity linking. It matches its input against
generated entity names from multiple languages,
which allows for exploiting language connections
and the richness of Wikipedia. Similarly, Botha
et al. (2020) provided a method for linking entities
in 100 languages using BERT encoders. Tsai and
Roth (2016) addressed the related task of crosslin-
gual Wikification, where the goal is to find the
English title given a foreign mention.

3 Multilingual Entity Retrieval

To tackle the entity retrieval task, we follow a stan-
dard two-staged approach: we first use a keyword-
based method to retrieve a set of entities and then
rerank them. Both steps rely exclusively on tex-
tual information extracted from the KG. Similar
to the guidelines in DE-v2, each entity repre-
sentation is composed by concatenating its direct
literal attributes.1 For an entity e, with na tex-
tual attributes, its representation ed is defined as
[at, ala, a1, . . . , ana ], where at is the title, ala is the
long abstract and ai is the ith attribute. Appendix A
provides an overview of our proposed system.

For the first-stage retrieval, we use the well-
established and language-agnostic BM25. It scores
documents in relation to a query based on term fre-
quency, document frequency, document length and
term saturation. Where possible, and to allow a fair

1Unlike DE-v2, we use flat, unfielded documents.

comparison with earlier works, we use officially
available run files2 of BM25 or BM25Fca.3

3.1 Neural Reranker
BERT-based rankers are generally classified as
cross or bi-encoders. The former concatenate
queries and documents to form a single input to the
base LM (Nogueira and Cho, 2019; MacAvaney
et al., 2019), while the latter computes query and
entity embeddings separately and uses the simi-
larity between their embeddings to estimate rel-
evance (Hofstätter et al., 2020; Karpukhin et al.,
2020). Here we opt for bi-encoders, given their
ability to compute document embeddings offline.

In practical terms, given a query q (up to nq =
32 tokens) and an entity textual representation e
(up to ne = 200 tokens), we score the pair using
the dot product of their embeddings Eq ·Ee, where:

Eq =W T · BERT(“[Q]q0q1, ...qnq”), (1)

Ee =W T · BERT(“[D]e0e1, ...ene”). (2)

While the score from the dot product is sufficient
to rerank, we follow the common practice in Entity
Retrieval (Gerritse et al., 2020; Nikolaev and Ko-
tov, 2020) of mixing the LM-based score with the
normalised scores of the first-stage retriever:
BERTE(q, e)=β·BM25(q, e)+(1−β)·(Eq ·Ee)

3.2 Monolingual Entity Reranking
The wide adoption of LMs in English NLP led to
the introduction of many language-specific models,
such as ArBERT (Abdul-Mageed et al., 2021) for
Arabic, AlephBERT (Seker et al., 2021) for He-
brew, and Berto (Cañete et al., 2020) for Spanish.
Recall that our first-stage retriever uses the lan-
guage agnostic BM25. In the monolingual setup,
with queries and documents in the same language l,
we first retrieve entities covered in the l subgraph
of the KG and then rerank using a BERT model pre-
trained on l and fine-tuned on triples 〈q, e+, e−〉
built from that subgraph. We refer to this version
as BERTEl. While including the structural compo-
nents of the KG can be useful, we hypothesise that
fine-tuning BERT using queries and textual data
of entities is sufficient. Beyond that, it has been
shown that a pretrained BERT model already has
implicit domain knowledge (Bouraoui et al., 2020;
Wang et al., 2020; Petroni et al., 2019).

2The run file provides, for each query, a scored list of 1000
entities retrieved by a keyword-based model.

3A fine-tuned version that uses fielded documents.
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3.3 Entity Retrieval by Query Translation

Given a multilingual KG and a query in a non-
English language l, a system could Machine
Translation (MT) to obtain an English version of
the query and then feed it to the English BERTEen.
It then utilises the graph to map the ranked entities
back to l, if they exist.4 We refer to this query trans-
lation method in our experiments as qtBERTEen.

Due to its simplicity, qtBERTEen suffers from
several shortcomings when used on a multilingual
KG, such as DBpedia. Mainly, it is restricted to
content in English, even if the graph holds infor-
mation in multiple languages, and entities without
English representation or entities with additional
essential information in other languages will be
missed. This forces the English point of view on all
users and ignores other, potentially more diverse,
viewpoints. Another issue with qtBERTEen is its
reliance on MT. Despite the impressive progress,
MT still needs improvement, especially for low-
resource languages, with named entities presenting
a significant challenge (Li et al., 2021). Moreover,
in gender-marking languages, like Arabic, Hebrew
and Spanish, gender hints will be lost.

3.4 Multilingual Entity Retrieval System

BERTEl, by design, supports a single language. To
handle queries and entities in multiple languages,
an array of BERTEl models is needed, each of
which uses a different LM. However, training an
LM for a new language requires large amounts of
data and significant computing power, limiting ad-
vances in NLP to a small subset of languages (Joshi
et al., 2020). Moreover, fine-tuning and storing a
model for each language is prohibitively expen-
sive when the task involves more than a handful of
languages. To overcome these challenges, multilin-
gual LMs such as mBERT (Devlin et al., 2019) and
mLUKE (Ri et al., 2021) were proposed, with the
idea of training a single model for many languages.

multiBERTE, our proposed multilingual ranker,
can handle any language supported by its base
multilingual LM. We explore two approaches for
multiBERTE: multienBERTE, which fine-tunes the
multilingual BERT model using English data only,
and a few-shot approach, multifewBERTE, where
training data from a few languages is concatenated.
In the latter, the model has no explicit knowledge
of what language it will use and only has a few
training samples in each (Longpre et al., 2021).

4Section 4 shows how the DBpedia entity mapping works.

Given training data in a language l, we can ex-
tend it to another language l× by: (i) machine-
translating the queries; and (ii) using the entity
documents generated from the subgraph of l×.

Figure 1 compares the workflows of BERTEl and
multiBERTE. The former only sees data in one lan-
guage, both when pretrained and fine-tuned. There-
fore, an array of BERTEl models is needed in a mul-
tilingual setup. multiBERTE, on the other hand, is
pretrained with over 100 languages and can handle
pairs in any of these languages, even if fine-tuned
only on a subset of them.

3.5 Mixture of Language Rankers

Given a query written in a language l, qtBERTEen
searches the English subgraph only, and its re-
sults are limited to entities that can be mapped
to l. BERTEl, on the other hand, considers only
entities represented in l and uses the textual rep-
resentation available in l in both stages. Con-
sequently, information in other languages is not
utilised. multifewBERTE can take advantage of con-
tent from multiple sources during the fine-tuning
stage but uses only l for retrieval.

We believe that, by mixing multiple models dur-
ing retrieval, we can further benefit from the unique
traits of individual subgraphs while diminishing bi-
ases that may have been encoded due to reliance
on a single source. One option is to concatenate
the different textual representations into a single
multilingual document and use the combined doc-
ument for fine-tuning and scoring. This approach
will only work with multiBERTE. Even then, the lim-
ited document size most LMs can handle presents
a barrier. An alternative is to translate the query to
multiple languages and retrieve a scored list of enti-
ties for each language. We denote this approach of
using multiple retrievers by adding the superscript
Lmix to the model name. Formally, let l be the
target language and Lmix be the set of additional
languages we want to blend in, the mixed score is:

BERTELmix
l (q, e)=

∑

l⊕∈{l}∪Lmix

µl⊕ · BERTEl⊕(q, e). (3)

Note that BERTEl⊕ could be a different BERTEl
model for each language or a single multiBERTE
model shared between all languages. µl⊕ , the
weight each language gets in the final score can
be learned based on factors including geographical
location, language similarity, or user preference. In
this work, we assign a fixed weight of µl = 0.75 to
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Figure 1: We consider two architectures for a multilingual retrieval system: BERTEl, a collection of monolingual
retrievers (left) and a single multilingual model, multiBERTE, trained using query-document pairs from multiple
languages (right).

the target language ranker and split the remaining
weight equally between the rest. For example, if
the target language is Arabic, BERTE

{en}
ar will be

a mixture of BERTEar and BERTEen. The Arabic
and English versions of the queries are used. The
weight of the BERTEar score will be µ = 0.75 and
the weight of BERTEen will be 0.25.

Appendix B compares the various configurations
in our multilingual retrieval system.

4 Empirical Evaluation

We conducted a series of experiments on DE-v2
to analyse our proposed approaches. We also used
DE-v2’s 5-fold train-test split to allow comparison
with previous works. β, the weight given to the
first-stage retriever, is fine-tuned using a validation
set (one training fold). We found β = 0.75 to work
best for English and used it across all experiments.

In each language l, we adopt the same procedure
when training the respective BERTEl model. For
every training query q and relevant entity e+, we
generate 10 triplets of the form 〈q, e+, e−〉, where
e− is a randomly drawn judged non-relevant entity
for q. We use a pairwise softmax cross-entropy
loss, AdamW optimiser, with a learning rate of
1e−6, and train for 20,000 steps, with a batch size
of 32. The embedding vectors are of size 128.

We first evaluate BERTE on the original En-
glish collection and the Arabic subset of DE-v2,
the only publicly available non-English resource
for the task. We then discuss how to extend
DE-v2 to other languages systematically and eval-
uate BERTEl (monolingual LMs) and multiBERTE
(multilingual LMs) on the complete set of queries,
machine-translated to Spanish, Arabic, and Hebrew.
Finally, we demonstrate how English can benefit
from other languages. Note that we optimise for
English only and fix β = 0.75 for all experiments
and languages. Optimising β per language will
likely further improve results.

Table 1: Reranking results. Statistically significant im-
provements (paired t-test with α = 0.05) over ESim
and KEWER are indicated by (?) and (†) respectively.

Model nDCG10 nDCG100 MAP

BM25Fca 0.461 0.551 0.380
KEWER 0.483 0.560 0.396
ESim 0.487 0.572 0.403
EM-BERT 0.541?† 0.604?† -

BERTEen 0.525?† 0.602?† 0.433?†

4.1 Evaluating BERTE on English

DE-v2 comes with a set of baseline results. The
official metrics are nDCG (Normalized Discounted
Cumulative Gain) at 10 and 100. Similar to other
works, we also report MAP (Mean Average Preci-
sion) at 1,000. We utilise the recently introduced
embedding-based techniques KEWER and ESim,
as well as EM-BERT, which uses LMs, as base-
lines.5 We reproduced the baselines reported re-
sults using their published runs, if available. Ta-
ble 1 shows the overall results. 6 Our proposed
BERTEen and the current state-of-the-art EM-BERT
significantly outperform the other methods (paired
t-test with α = 0.05). Between them, the differ-
ences in nDCG are statistically insignificant. We
believe, however, that BERTEen is preferred, even
in a monolingual setting, for the following reasons:
(i) it uses a smaller LM (BERT-base vs BERT-large);
(ii) it does not require additional annotated data and
instead has a single fine-tuning step; (iii) it does
not depend on the availability of entity embeddings
and entity extractors; (iv) it re-ranks directly from
BM25 instead of ESim.

Our main focus in this work, nevertheless, is the
multilingual setting. We, therefore, use Appendix

5We use the model with the best reported overall result
for each: BM25Fca+KEWER, BM25Fca+ESimCG, and EM-
BERT with GEEER and dual fine-tuning.

6Note that KEWER used a custom 5-fold split for cross-
validation. MAP at 1000 could not be reported for EM-BERT
because the run files are limited to 100 results.
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C to dive deeper into the differences between the
different methods in the English setup and show
that an even better result can be achieved by com-
bining them. In Appendix D, we also present in-
sights from sample query analysis.

4.2 Evaluating BERTE on Arabic

Esmeir (2021) has recently used human-translators
to extend DE-v2 to Arabic. Only 139 queries
with sufficient relevant entities in Arabic were in-
cluded. Along the translations, two baseline results
were reported: BM25 and SERAG, an adaption of
KEWER to Arabic.

Table 2: Reranking results on the Arabic collection.
Significant improvements over SERAG and BM25 are
indicated by (?) and (†) respectively.

Model nDCG10 nDCG100 MAP

SERAG 0.226 0.303 0.183

BM25 0.273? 0.3482? 0.223?

BERTEar 0.308?† 0.382?† 0.247?†

As shown in Table 2, our BM25 first stage is
already enough to outperform SERAG. We be-
lieve that this is due to better document generation.
BERTEar model provides a further statistically sig-
nificant improvement.

4.3 Extending DE-v2

DBpedia can be viewed as a large-scale multilin-
gual KG (Lehmann et al., 2015). Each chapter
holds structured content extracted from the corre-
sponding Wikipedia edition. Inter-language entity-
mapping files allow us to link entity URIs from one
language to another. Given an entity in the graph,
we can extract its multilingual counterparts using
the owl#sameAs property. Figure 2 illustrates
how this linking works for the entity represent-
ing “Ibn Khaldun”. Appendix E provides coverage
statistics of the DBpedia 2015 chapters we use.

While there is at most one Wikipedia article per
topic per language, the content of the articles may
vary across languages. Moreover, editors and ad-
ministrators from different editions may have dif-
ferent points of view. They may also have access
to different sources, only available in that specific
language. Finally, different languages may encode
different biases into the LM (Bartl et al., 2020).
Consider, for example, the topic "Mujaddara", a
popular dish in several parts of the world. Examin-
ing the info-boxes in different languages, we found
over ten different answers to where they originated

(as of early 2022). A good retriever, therefore, will
attempt to benefit from the richness of DBpedia by
considering information from multiple languages.

In DE-v2, retrieving an entity that does not exist
in English may hurt the results. First, only entities
with English content were judged by the annotators.
Other entities, even if relevant to the query, will not
have a judgement and will default to non-relevancy.
Second, placing a relevant but unjudged entity in a
high-ranking position may push other judged rele-
vant entities outside the top k and hurt the measured
performance. We restrict the first-stage retrieval to
entities available in English DBpedia to solve the
latter. This step, however, should not be applied
in the general case, where judgements are truly
multilingual.

To translate the queries, we opted for MT. While
human translation provides major benefits, MT al-
lows it to scale to over 100 languages.7

4.4 Monolingual Language Models

We next study Spanish, Arabic, and Hebrew
versions of DE-v2, using the set of machine-
translated queries. Table 3 shows the results. We
first consider models that use a single-language
subgraph (top three lines), where the language-
agnostic BM25 is provided as a baseline. Simi-
lar to the English results, a BERTEl model fine-
tuned in the same language significantly outper-
forms BM25. Interestingly, qtBERTEen, which uses
English queries to search the English chapter of
DE-v2 and maps the results back to the target lan-
guage, outperforms BERTEl.

While the “English-first” approach seems to per-
form better than searching specifically on a given
language, we must treat this result with caution due
to the “English nature” of DE-v2: (i) English is the
largest chapter with the most coverage, (ii) entities
were pooled using methods optimised for English,
and (iii) the annotators had English Wikipedia in
mind when judging the entities. In addition, re-
call that we have the original queries in English
so BERTEen operated on optimal translations. We
view this result as a strong baseline but not one that
can generalise for the wealth of retrieval tasks in a
truly multilingual universe.

Next, we investigate what happens if we mix
the scores of BERTEl on a language l with those of

7We used http://translate.google.com and
asked native speakers to verify that the output was generally
in line with the input. We did not have to make any changes.
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Figure 2: Entity mapping between entities in DBpedia chapters. In this example, the English entity for “Ibn
Khaldun” is mapped to the respective entities in Arabic, Hebrew and Spanish. The graph and content in each
language may differ (the texts in the example are for illustration only).

Table 3: Reranking results in the multilingual setup. BERTEl is trained solely on l. qtBERTEen uses query
translation from l to English, searches the English KG and maps the results to entities in the l graph. multienBERTE
and multifewBERTE are multilingual models, fine-tuned in English or few languages, respectively. multienBERTE{en}

and multifewBERTE{en} mix in the scores from qtBERTEen. Best result in each column in bold. ↑ denotes
significant improvements over the preceding line.

English Spanish Arabic Hebrew

Model nDCG10 nDCG100 nDCG10 nDCG100 nDCG10 nDCG100 nDCG10 nDCG100

BM25 (BM25Fca for English) 0.461 0.551 0.271 0.320 0.216 0.265 0.216 0.266
BERTEl 0.525 ↑ 0.602 ↑ 0.299 ↑ 0.353 ↑ 0.242 ↑ 0.293 ↑ 0.238 ↑ 0.290 ↑

qtBERTEen - - 0.345 ↑ 0.446 ↑ 0.271 ↑ 0.349 ↑ 0.263 ↑ 0.345 ↑

BERTEl
{en} - - 0.472 ↑ 0.497 ↑ 0.421 ↑ 0.452 ↑ 0.415 ↑ 0.439 ↑

multienBERTE 0.530 0.608 0.311 0.363 0.236 0.287 0.244 0.293
multienBERTE{en} - - 0.473 ↑ 0.498 ↑ 0.420 ↑ 0.452 ↑ 0.414 ↑ 0.437 ↑

multifewBERTE 0.529 0.607 0.317 0.371 0.238 0.289 0.249 0.299
multifewBERTE{en} - - 0.473 ↑ 0.497 ↑ 0.422 ↑ 0.453 ↑ 0.417 ↑ 0.440 ↑

qtBERTEen. The results in the fourth row of Table 3
shows that mixing languages is highly beneficial.

To illustrate that, consider the Hebrew version
of the query “Chefs with a show on the Food Net-
work”. “Julia Child” is the highest-scored entity
from DBpedia Hebrew. While BM25 includes it
in the first stage, BERTEl ranks it outside the top
100. “the Food Network” was translated literally
into RESHET HAMAZON, failing to identify the
named entity. By mixing in the English score, “Ju-
lia Child” breaks into the top 10. In some cases,
however, mixing scores is not strictly beneficial:
The Spanish BERTEl, for example, does better on
the query “Madrid” without mixing English, per-
haps unsurprisingly.

In our experiments, while models could lever-
age information from multiple languages, they re-
turn only entities covered in the language of the
query. In some scenarios, however, it is useful to
see entities that exist only in other languages. In
Appendix G, we provide further insights into this
setup and explain how BERTE can be adapted to
handle it using score mixing.

4.5 Multilingual LMs

The results for the multiBERTE variants are pre-
sented in the last four rows of Table 3. Both
multienBERTE (a multilingual model fine-tuned on
English queries) and multifewBERTE (a multilin-
gual model fine-tuned with queries in multiple
languages) exhibit comparable performance to the
respective monolingual models, especially when
mixing in the scores from English (rows 6 and 8),
indicating that score blending offers an orthogo-
nal advantage. While not reflected in the numbers,
we believe that multifewBERTE is the better choice,
given its ability to incorporate knowledge from
multiple languages and the fact that it can adapt
quickly to a new language. We expect it to shine
when using information from multiple languages
is essential. We hope to collaborate with the com-
munity to build such truly multilingual collections.

Another advantage of multiBERTE variants is that
they can be used for over 100 languages without
having to fine-tune the models on these, thanks to
the cross lingual capabilities of multilingual LMs,
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Table 4: Results on queries with good coverage across
languages. Sig. improvements are denoted by (?).

Model nDCG10 nDCG100 MAP

BERTEen 0.515 0.616 0.434
BERTE{es,ar,he}en 0.540? 0.634? 0.452?

leading to a strong baseline for many languages on
the task. In Appendix F we provide results for six
additional languages obtained following the same
methodology as our main result. multifewBERTE{en}

was consistently the best performer, and its advan-
tage over BM25 and multifewBERTEwas statistically
significant.

While the multiBERTE variants offer apparent ad-
vantages, there are cases where BERTEl is neces-
sary: (i) there are hundreds of languages that are
not supported by existing multilingual LMs but
have their own monolingual LM, and (ii) domain
specific LMs, such as FinBERT (Liu et al., 2020b),
were shown to be superior in many tasks.

4.6 English Benefits from Collaboration

Above, we demonstrated that mixing in the scores
from BERTEen helps other languages. We next
ask if English, the largest and richest chapter, can
also benefit from the diverse coverage in other lan-
guages. To answer this, we mix Spanish, Arabic,
and Hebrew scores to rerank English entities. We
refer to this model as BERTE

{es,ar,he}
en .

When tested on the entire dataset, this approach
did not yield any improvement. Error analysis,
however, indicated that for queries where the Span-
ish, Arabic, and Hebrew runs of BM25 obtained a
sufficient number of relevant entities, and the per-
formance of BERTE

{es,ar,he}
en on English improved.

When entities do not exist in another language,
or when their representation does not match the
query textually, BM25 fails to retrieve them, neg-
atively impacting the corresponding BERTEl and
subsequently BERTE

{es,ar,he}
en . We, therefore, fo-

cus on a subset of the queries with good perfor-
mance of BM25 in the other three languages. More
formally, we calculate the optimal nDCG100 of
the first-stage retrieval, which provides an upper
bound on reranking performance. Queries with a
score of 0.3 or more in all languages are kept, re-
sulting in a subset of 113 queries. Table 4 lists
the results for this subset showing that the per-
formance of BERTE

{es,ar,he}
en is significantly better

than BERTEen. Consider, for example, the query

“Chess world champions”. The query is about
a global topic with coverage in many languages.
BERTEen listed 4 relevant names in its top 10 re-
sults. With the help of other languages, this num-
ber increased to 6. This demonstrates that even
high resource languages can benefit from multilin-
gual retrieval. Instead of pre-selecting a subset
of queries, in the future, we plan to apply a meta-
learner to decide which languages a query should
use automatically.

5 Conclusion

In this paper, we introduced BERTE, a highly ef-
fective multilingual entity retrieval system. We
showed that in a monolingual environment, it is
on par with current state-of-the-art methods on
DE-v2 despite being simpler and requiring less
data. We then explored the multilingual setup,
where both the graph and the queries may be pre-
sented in multiple languages. We proposed a sys-
tematic way to extend DE-v2 beyond English and
discussed the risks of such approach. We believe it
is vital for the community to curate truly multilin-
gual collections that come from different sources
and involve native speakers. To address the mul-
tilingual retrieval task, we considered both a col-
lection of monolingual models and a single multi-
lingual one. We showed that combining the scores
from different languages significantly boosts the
performance of low and high-resourced languages.

Our work can enable many downstream tasks.
Consider, for example, a virtual assistant answering
questions in Arabic about a topic covered mainly
in the English edition of Wikipedia or an English
speaker analyst covering a multi-national company
interested in taking diverse points of view com-
ing from content in different languages. In both
cases, BERTE allows handling queries and KGs in
multiple languages.

We hope that this work opens interesting av-
enues of research. As discussed in Appendix C, the
improvements brought by BERTE are orthogonal
to those by the other state-of-the-art method, EM-
BERT. Therefore, we hope that combining each
method’s contributions will establish a new state-
of-the-art for the English task. On the multilingual
front, works that adapt the retrieval task to user
preference, such as language, region, or past ac-
tions, may benefit from the flexibility of BERTE in
combining different sources.
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A Entity Retrieval Illustration

An overview of the task setup and our proposed
system can be seen in Figure 3.

B Characteristics of the Various Models

In Section 3 we presented various configurations
of BERTE and Table 5 compares them when used
on a set of languages L. For each configuration,
the table lists the number of pretrained LMs used,
the languages involved in each retrieval stage, the
direction of query translation (if any), and whether
the system can handle languages unseen during
fine-tuning.

qtBERTEen needs a single LM and uses only
English sources in all stages, with non-English con-
tent being ignored. Because of that, queries in
other languages should be translated into English.
Hence, the system may be sensitive to translation
errors. Recall that, in this work, we had the English
version of all queries, with no need for translation.

Each BERTEl model can support a single lan-
guage. Therefore, to support all languages in L, we
need an array of |L| BERTEl models, each of which
is initialised with a different pretrained LM. For
each language l ∈ L, the retriever only considers
entities covered in l.

For multiBERTE variants, on the other hand,
a single multilingual LM is sufficient to sup-
port all languages in L and beyond. Multilin-
gual LMs can then be tuned only on the English
dataset or on a subset of languages (Lfew). In
all cases, scores from the target language can be
mixed with scores from other languages to im-
prove the ranking, in which case query transla-
tion from l is needed. One main difference be-
tween multienBERTE and multifewBERTE is in what
language the training tuples are used when fine-
tuning. While multienBERTE uses only English
tuples, multifewBERTE uses triples in several lan-
guages.

C English Results Deep Dive

To test whether the improvements from BERTE
and EM-BERT are orthogonal, we linearly com-
bine their scores (with equal weights). This hybrid
retriever outperforms each of its components sig-
nificantly, achieving an nDCG10 score of 0.571,
nDCG100 of 0.634, and MAP of 0.467. While such
a retriever is cumbersome and has many dependen-
cies, it indicates that each model is complementary

to each other, and combining them further increases
their performance.

Another consideration to be made is about the
type of queries each method excels in. Recall that
DE-v2 consists of a set of heterogeneous entity-
bearing queries assembled from various bench-
marking efforts. Queries are therefore categorised
into four groups based on their source. Table 6
breaks down the English results of BERTEen by
category. For three out of the four categories,
BERTEen and EM-BERT were significantly bet-
ter than the other methods. Specifically for Sem-
Search, which consisted of named entities, such
as “Brooklyn Bridge”, all methods were compa-
rable and achieved relatively high scores. We hy-
pothesise that this is due to the simpler nature of
these queries. The simpler queries, usually only
consisting of the target’s name, make keyword-
based retrieval methods, such as BM25, effective
for most queries. Another noteworthy fact is that,
like KEWER and ESim, a mixture model that com-
bines BM25Fca and a neural ranker was better than
its components, indicating that, despite the deep
representation of entities in BERTEen, term match-
ing based techniques were still extremely valuable
in many scenarios. Between BERTEen and EM-
BERT, BERTEen had better performance for INEX-
LD (IR style queries), while EM-BERT was better
at QALD-2 (natural language questions).

D BERTEen Query Analysis

We analyse several queries to study the effective-
ness of BERTEen. For the query “What is the
capital of Canada?”, BERTEen ranks the entity for
“Ottawa” in the 6th position, while KEWER and
ESim leave it outside the top 10. Meanwhile, for
the query “Ellis college”, there is only one rele-
vant judged entity, “Ellis University”. While other
methods focused on people named Ellis or on insti-
tutes with “college” in their name, BERTEen ranked
“Ellis University” in the top 10. It shows how
BERTEen properly leveraged the contextual sim-
ilarity of “college” and “university”. to rank the
correct entity. In their work, Nikolaev and Kotov
(2020) specifically mentioned the query “goodwill
of michigan” as one where KEWER struggled with
disambiguation (“Goodwill Games” vs “Goodwill
Industries”). BERTEen, however, had no problems
with this query, with most top 10 results being cor-
rectly related to “Goodwill Industries”.

One of the queries where BERTEen underper-
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Figure 3: Entity documents are generated by concatenating their literal attributes. BERTE starts with a set of candi-
date entities. Queries and entity documents are fed separately through the same BERT model and a fully connected
layer, resulting in two vector embeddings. Final relevance estimation is computed using cosine similarity.

Table 5: Let l be the target language, L be the set of languages available to the system, and Lmix and Lfew be
subsets of L used for fine-tuning and mixing respectively. Here we summarise the different characteristics of the
models we explore.

Model No. of LMs First Stage Fine-tuning Reranking Query translate Handle unseen

qtBERTEen 1 en en en l→ en
√

{BERTEl⊕ |l⊕ ∈ L} |L| l l l − ×
multienBERTE 1 l en l − √
multifewBERTE 1 l Lfew l − √

BERTEl
Lmix |L| {l} ∪ Lmix {l} ∪ Lmix {l} ∪ Lmix l→ Lmix ×

multienBERTELmix 1 {l} ∪ Lmix en {l} ∪ Lmix l→ Lmix
√

multifewBERTELmix 1 {l} ∪ Lmix Lfew {l} ∪ Lmix l→ Lmix
√

Table 6: Results by query category. The following symbols indicate statistically significant improvement over:
ESim (?), KEWER (†), EM-BERT (�) , and BERTEen (◦). Best result in each column is in boldface.

SemSearch INEX-LD QALD-2 ListSearch

Model nDCG10 nDCG100 MAP nDCG10 nDCG100 MAP nDCG10 nDCG100 MAP nDCG10 nDCG100 MAP

BM25Fca 0.628 0.72 0.529 0.439 0.5296 0.341 0.3689 0.461 0.305 0.425 0.511 0.359
KEWER 0.661 0.733 0.563 0.467 0.53 0.342 0.467 0.53 0.315 0.44 0.521 0.375
ESim 0.660 0.736 0.55 0.466 0.552† 0.364† 0.39 0.483 0.326 0.452 0.535 0.386
EM-BERT 0.664 0.744 - 0.479 0.561† - 0.483?†◦ 0.543?† - 0.544?†◦ 0.579?† -

BERTEen 0.669 0.734 0.557 0.509?†� 0.585?†� 0.392?† 0.441?† 0.521?† 0.361?† 0.499?† 0.58?† 0.434?†

Table 7: Reranking results using multifewBERTE and multifewBERTE{en} for a range of additional languages. The
best result for each language and metric pair is in boldface.

BM25 multifewBERTE multifewBERTE{en}

Model nDCG10 nDCG100 MAP nDCG10 nDCG100 MAP nDCG10 nDCG100 MAP

Dutch 0.223 0.265 0.184 0.26 0.305 0.215 0.317 0.411 0.262
German 0.208 0.25 0.171 0.254 0.296 0.208 0.361 0.459 0.297
Turkish 0.155 0.184 0.129 0.181 0.214 0.15 0.254 0.332 0.212
Portuguese 0.202 0.243 0.158 0.24 0.288 0.191 0.336 0.431 0.279
Farsi 0.218 0.276 0.185 0.249 0.31 0.209 0.285 0.374 0.232
Russian 0.177 0.214 0.138 0.205 0.246 0.16 0.345 0.441 0.286
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Table 8: Statistics of the studied chapters with respect
to DE-v2. The last two rows differ due to entities rele-
vant to more than one query.

English Spanish Hebrew Arabic

Has abstract 4,641,784 1,100,382 161,769 368,330
No English - 383,963 36,710 135,527

DE-v2 Judged 45,685 17,028 6,749 7,924
DE-v2 Relevant 16,700 7,082 2,629 3,025

formed, however, is “Madrid”. Examining the re-
sults, however, shows that the poor performance
can be attributed in part to the annotation step.
Without context, this query is open-ended and am-
biguous. However, in its top 10, BERTEen included
7 Madrid-based sports teams, of which only 3 were
judged as relevant. For example, the entity “Real
Madrid C.F.”, an arguably highly relevant entity
that was included in the top-10 by BERTEen, was
not judged by the annotators. On the other hand,
the top 10 lists of ESim and KEWER were more
diverse and better matched the annotators.

E DBpedia Language Chapters

DE-v2 consists of 467 queries, with entities drawn
from the 2015-10 dump from DBPedia. Addition-
ally, relevance assessments are provided for 49,280
query-entity pairs using a 0–2 scale, with 0 being
not relevant and 2 highly relevant.

The size of Wikipedia, and thus DBpedia, varies
significantly across languages. Table 8 provides
statistics of DBpedia 2015 for the languages we
studied. English has the largest number of entities,
while Arabic and Hebrew are significantly smaller,
with Spanish somewhere in the middle. In the
context of DE-v2, the lower coverage results in a
smaller number of judged entities. Thanks to the
Wikimedia foundation’s efforts (Redi et al., 2021),
the gap between languages is narrowing, but many
languages remain low-resourced, covering 10,000
entities or less, with tens of languages, as of 2022,
with chapters even smaller than Arabic or Hebrew
in 2015.

F Additional Languages

Recall that multienBERTE and multifewBERTE can be
used for over 100 languages without fine-tuning
the models on these. This allows multienBERTE
to be a strong baseline for many languages on
the task, thanks to the domain knowledge ob-
tained in the pretraining stage and to the cross
lingual capabilities of multilingual LMs. Table 7

lists the results for six additional languages, ob-
tained following the same methodology as our
main results. multifewBERTE{en} was consistently
the best performer and its advantage over BM25
and multifewBERTE was statistically significant.

G Missing Entities

In this work, we assumed that while information
from different languages may be utilised to rank
entities, only entities with coverage in the target
language should be returned. There are scenarios,
however, where the user would like to retrieve rele-
vant entities even if they are covered only in other
languages. Consider, for example, the query “chess
world champions”. Of the 93 relevant entities cov-
ered in the English chapter of DBpedia 2015, only
31 had an Arabic entity. While a user who submits
this query in Arabic would typically prefer to see
entities in Arabic, they may also be interested in
English (or some other language) if relevant entities
are unavailable in Arabic.

While the English version of DBPedia is by far
the largest, Spanish, Arabic, and Hebrew still offer
many entities do not have an English counterpart.
For instance, the entities “Roman Ornament” and
“Mais el Reem” are only present in the Arabic ver-
sion. The former, arguably relevant to the query
“Roman architecture” (part of DE-v2), was ranked
by BERTE in the top 10 for that query. The latter, a
play starring Fairuz, a famous Arab singer, demon-
strates that, in some cases, entities may only be of
interest to speakers of the respective language.

While we hope to explore this setup in future
work, initial experiments indicate that, at least in
the case of Arabic queries, allowing English enti-
ties without Arabic coverage to be returned in the
first stage and blending in the English scores like
in multifewBERTE{en}, can improve performance by
over 30%. We would stress, however, that the way
to judge non-Arabic entities is not trivial and may
depend on the task.

This brings the question: Are all languages equal
in terms of their relevance, or do users prefer some
languages over others? We hope that truly multi-
lingual collections will be made available to allow
evaluation of this scenario.
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