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Abstract

Emotion Recognition in Conversations (ERC)
is an important and active research area. Re-
cent work has shown the benefits of using mul-
tiple modalities (e.g., text, audio, and video) for
the ERC task. In a conversation, participants
tend to maintain a particular emotional state
unless some stimuli evokes a change. There
is a continuous ebb and flow of emotions in
a conversation. Inspired by this observation,
we propose a multimodal ERC model and aug-
ment it with an emotion-shift component that
improves performance. The proposed emotion-
shift component is modular and can be added
to any existing multimodal ERC model (with a
few modifications). We experiment with differ-
ent variants of the model, and results show that
the inclusion of emotion shift signal helps the
model to outperform existing models for ERC
on MOSEI and IEMOCAP datasets.

1 Introduction

Humans are complex social beings, and emotions
are indicative of not just their inner state and feel-
ings but also their internal thinking process (Min-
sky, 2007). To fully understand a person, one needs
to understand their inherent emotions. Recent re-
search has witnessed colossal interest in including
artificially intelligent machines as conversable com-
panions for humans, e.g., personal digital assistants.
However, communication with AI systems is quite
limited. AI systems do not understand the inherent
emotions expressed implicitly by humans making
them unable to comprehend the underlying thought
processes and respond appropriately. Consequently,
a wide variety of approaches have been proposed
for developing emotion understanding and genera-
tion systems (Sharma and Dhall, 2021; Witon et al.,
2018; Singh et al., 2021a; Goswamy et al., 2020;
Colombo et al., 2019; Singh et al., 2021b; Joshi
et al., 2022).
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Figure 1: Emotional shift on the dialogue
“m7SJs73SF8w” from CMU-MOSEI dataset

During an interaction, humans express different
emotions and fluctuate between multiple emotional
states. It is often the case that participants in a con-
versation tend to maintain a particular emotional
state unless some stimuli evokes a change. This
observation is closely related to Shapes of Stories
proposed by renowned writer Kurt Vonnegut (Von-
negut, 1995), who posits that every story has a
shape plotted by the ups and downs experienced by
the characters of the story, and this, in turn, defines
an Emotional Arc of a story. This phenomenon
has also been empirically verified by Reagan et al.
(2016), who analyzed around 1300 stories to come
up with common emotional arc patterns across vari-
ous stories. Moreover, apart from these flows, there
exists a sudden shift of emotions from positive to
negative sentiments. Consider an example shown
in Figure 1, where the sentiment of the third utter-
ance shifts from positive to negative and back again
to positive in the fourth utterance. Current state-of-
the-art methods are often oblivious to the presence
of such emotion shifts and tend to fail in cases
where there is a sudden change in the emotional
state (Poria et al., 2019). To address this issue, we
propose incorporating a novel module that explic-
itly tracks such emotional shifts in conversations.
Humans express their emotions via various modali-
ties, such as language, modulations in voice, facial
expressions, and body gestures. In this paper, to



fully and correctly recognize human emotions, we
propose a multimodal emotion recognition system
that utilizes language, audio, and video modalities.
We propose a multimodal ERC model based on
GRUs that fuses information from different modal-
ities. An independent emotional shift component
captures the emotion shift signal between consecu-
tive utterances, allowing the model to forget past
information in case of an emotional shift. We make
the following contributions:

• We propose a new deep learning based
multimodal emotion recognition model that
captures information from text, audio, and
video modalities. We release the model im-
plementation and experiments code: https:
//github.com/Exploration-Lab/
Shapes-of-Emotion

• We propose a novel emotion shift network
(modeled via a Siamese network) that guides
the main emotion recognition system by pro-
viding information about possible emotion
shifts or transitions. The proposed component
is modular, it can be pretrained and added to
any existing multi-modal ERC (with a few
modifications) to improve emotion prediction.

• The proposed model is experimented on the
two widely known multimodal emotion recog-
nition datasets (MOSEI and IEMOCAP), and
results show that emotional shift component
helps to outperform some of the existing mod-
els. We perform detailed analysis and ablation
studies of the model and show the contribu-
tion of different components. We analyse the
performance of our model in the classification
of utterances having a shift in emotion and
compare this with previous models and report
an improvement due to the use of emotion-
shift information. We further examine how
the internal GRU gates behave during emo-
tion shifts.

2 Related Work

Emotion recognition using multiple modalities is
an active area of research leading to the develop-
ment of widely popular benchmark datasets, e.g.,
CMU-MOSEI (Bagher Zadeh et al., 2018), and
IEMOCAP (Busso et al., 2008). Recent works
have highlighted the crucial aspects of self, and
interpersonal dependencies in the emotional dy-
namics of the conversations (Poria et al., 2019).
Another essential feature is the role of the local

and global context for emotion recognition sys-
tems. Some notable works like Dialogue RNN
(Majumder et al., 2018b) try to capture these prop-
erties by modeling each speaker with a party state
and the emotion of each utterance by an emotional
state. Furthermore, a context state is maintained
to model the global conversation context. Another
work Multilogue-Net (Shenoy and Sardana, 2020)
highlights the limitation of the fusion mechanism
used in Dialogue RNN (Majumder et al., 2018b)
and tries to solve it using a party, context, and emo-
tion GRUs for each modality. It uses a pairwise
attention mechanism proposed by (Ghosal et al.,
2018) to fuse the emotion states for all the modali-
ties effectively. However, DialogueRNN highlights
the poor performance in predicting the emotions
with the utterances where the emotion shifts from
positive to negative sentiments. Our work consid-
ers the emotion shifts present in the dialogues and
tries to leverage them for improving emotion recog-
nition. Another line of work includes Transformer-
Based Joint-Encoding (TBJE) (Delbrouck et al.,
2020) that achieves the state-of-the-art results on
the sentiment task for the MOSEI dataset using a
multimodal transformer-based model for combin-
ing multiple modalities. However, in the emotion
task, TBJE is outperformed by the Multilogue-Net
model. The possible reason highlighted by the pa-
per is the lack of context-awareness in the architec-
ture, as TBJE neither uses the previous nor next ut-
terance to predict the emotion for the current utter-
ance. Some of the other works in multimodal emo-
tion recognition include the Memory Fusion net-
work (MFN) (Zadeh et al., 2018), which aligns mul-
timodal sequences using multi-view gated memory,
Graph-MFN (Bagher Zadeh et al., 2018) which
uses Dynamic Fusion Graph (DFG) and learns
to model the n-modal interactions dynamically,
and bc-LSTM (Poria et al., 2017) which uses an
LSTM-based model to capture contextual infor-
mation. CESTa (Wang et al., 2020) captures the
emotional consistency in the utterances using CRF
model (Lafferty et al., 2001) for boosting the per-
formance of emotion classification and comes close
to our idea of leveraging emotion shifts.

3 Task and Corpus

Problem Definition: Consider a conversation hav-
ing utterances u1, . . . , uN . The task of Emotion
Recognition in Conversation (ERC) is to predict
the emotion (or sentiment) of each utterance ut.

https://github.com/Exploration-Lab/Shapes-of-Emotion
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Figure 2: The model architecture for a conversation between two speakers, A and B, at time t and t+ 1. The upper
part highlights the Emotion Classification Component, and the lower part highlights the Emotion Shift Component.

We define an utterance to be a coherent piece
of information (single or multiple sentences) con-
veyed by a single participant at a given time. We
model an utterance in terms of different modalities:
ut = {lt, at, vt}. An utterance (ut) at time-step t
is represented via features from textual transcript
(lt), audio (at), and visuals (vt) of the speaker. We
denote the speaker of utterance ut as qt.

3.1 Corpus Details

3.1.1 CMU-MOSEI:

The CMU Multimodal Opinion Sentiment and
Emotion Intensity (Bagher Zadeh et al., 2018) is
an English language dataset containing more than
65 hours of annotated video from more than 10000
speakers and 250 topics. Each sentence is anno-
tated for a sentiment on a [−3, 3] Likert scale. How-
ever, in this work, we project these labels to a two-
class classification setup with values ≥ 0 signifies
positive sentiments and values < 0 convey nega-
tive sentiments. Dataset also contains six emotion
labels, namely angry, happy, sad, surprise, fear and
disgust for each utterance. Note that in case of emo-
tions labels the utterances are multi-label. Which
means a single utterance can have more than one
emotion label. We have shown results for both
sentiment and emotion prediction tasks.

3.1.2 IEMOCAP:
The IEMOCAP benchmark (Busso et al., 2008)
consists of a conversation between ten distinct
speakers. The dataset contains two-way conver-
sations in videos where every video clip contains
a single dyadic English dialogue. Further, each
dialogue segments into utterances with an emotion
label from six emotion labels, i.e., happy, sad, neu-
tral, angry, excited, and frustrated. The dataset
incorporates an acted setting where actors perform
improvisations or scripted scenarios, specifically
selected to elicit emotional expression.

4 The Proposed Model

During a conversation, speakers tend to maintain
an emotional flow of affective states. These states
majorly rely on the context of the entire conversa-
tion; for example, if the overall gist of the speaker
about the topic is positive, the emotions like happi-
ness, joy, and surprise can be seen more often than
negative emotions like anger and sadness. More-
over, a speaker’s emotions are often affected by the
past emotions present in the conversation. Hence,
an emotion prediction model should not only take
into account the context but should also be able to
maintain the speaker-level information along with
the emotions present in the past utterances. Consid-
ering these assumptions, we propose the primary
component of our emotion recognition model: the



Emotion Classification Component. The emotions
classification component predicts an utterance’s
emotion label using information from the current
speaker, emotions of the previous utterances, and
the entire conversation context. Another significant
insight about the emotions in a conversation is the
sudden shift of emotional states. Many of the ex-
isting state-of-the-art approaches highlight this in
their error analysis, where the model fails to cap-
ture the sudden shifts in emotional states leading to
a misclassified emotion prediction. To incorporate
the effect of a sudden shift in the emotion, we in-
troduce a separately trained component called the
Emotion Shift Component. The emotion shift com-
ponent explicitly models the probability (pshiftt ) of
a shift in emotion between the utterances ut−1 and
ut. This shift in emotion can be expressed as mov-
ing from a positive (e.g., happy) to negative emo-
tion (e.g., sad) or vice-versa between consecutive
utterances. The emotion shift component being in-
dependent of the primary architecture is pretrained,
and helps control the information flow from past
to future during a sudden change. The signal from
the pretrained emotional shift component is added
to the emotion classification component to control
the flow of emotions from past to future. Figure 2
shows detailed architecture of the proposed model.
Emotion Classification Component: For model-
ing the underlying emotions in a conversation, we
maintain a party state, emotion state and context
state. The party state is maintained for each speaker
and helps to keep track of the participant specific
aspect in a conversation. The context state is global
(common across each participant) and helps to en-
code the entire conversation context, thereby cap-
turing inter-utterance dependencies. Akin to the
context state, the emotion state is also global and
helps to leverage the emotion information flow be-
tween utterances. Moreover, the emotion shift sig-
nal between the current and previous utterance is
used to update the global emotion state. The emo-
tion label for each utterance is then predicted by
decoding the emotion state. In our model each of
the party, context and emotion states are modality
specific and are updated using a modality specific
GRU (Chung et al., 2014) network for each modal-
ity m ∈ {l, a, v} (indicated by the superscript m).
We employ late fusion to combine the emotion
states from different modalities. Next, we explain

different GRU networks used in the model.

sqt,mt = GRUm
s

(
sqt,mt−1 , (mt ⊕ xm

t )
)

(1)

cmt = GRUm
c

(
cmt−1, (mt ⊕ sqt,mt )

)
(2)

emt = GRUm
arc

(
emt−1, s

qt,m
t , pshift

t

)
(3)

et = fusion(elt, e
a
t , e

v
t ) (4)

Party State Update (GRUs): The state of each par-
ticipant is modeled by the party state update GRUs.
For each modality m ∈ {l, a, v}, qt’s party state
sqt,mt−1 is updated to sqt,mt using an attention vector
xm
t and modality specific feature mt (Eq. 1), ⊕

denotes concatenation operation. Here xm
t is calcu-

lated using a simple dot product attention mecha-
nism over the context states (cmt ). Note that for all
speakers other than qt, the party state at t− 1 and t
remains the same.
Context State Update (GRUc): Global conversation
context is modeled using the context state update
GRUc. For each modality m ∈ {l, a, v}, the global
context state cmt−1 is updated to cmt (Eq. 2) using
the qt’s party state sqt,mt and the corresponding
modality feature mt. Context states (cm1 , · · · , cmt−1)
are used for calculating the attention vector xmt for
each modality m ∈ {l, a, v} as follows:

α = softmax
(
mT

t Wα

[
cm1 , · · · , cmt−1

])
(5)

xmt = α
[
cm1 , · · · , cmt−1

]T (6)

Emotion State Update (GRUarc): For each modal-
ity m ∈ {l, a, v}, the global emotion state emt−1 is
updated to emt (Eq. 3) using the current party state
sqt,mt and modulated by the emotion shift compo-
nent (pshift

t ). The emotion states for all the three
modalities are fused together (Eq. 4) to create et
using a pairwise attention mechanism (Shenoy and
Sardana, 2020). et is later used to decode the emo-
tion class for an utterance.

The emotion classification component is a
context-aware model similar to that of previous
works like Multilogue-net (Shenoy and Sardana,
2020) but with a few key differences. Firstly, in-
stead of modelling an emotion state for each partic-
ipant, we introduce global emotion state for each
conversation. This is done to make use of the flow
of emotion between utterances. Secondly, the emo-
tion shift signal between the current and previous
utterance (pshift

t ) is used to update the global emo-
tion state using a GRUarc which aims to model the
emotion arc in the conversation.
Emotion Shift Component: To capture the emo-
tional arc across the conversation, we explicitly



model probability of emotion shift (pshiftt ) between
successive utterances (ut−1 and ut). We use a
Siamese network (Bromley et al., 1993) to model
the emotional shift present across utterances. A
Siamese network generally consists of two or more
identical subnetworks having the same configura-
tion with shared parameters and weights. The pro-
posed emotion shift architecture takes the textual
features of the current (lt) and previous (lt−1) ut-
terances and outputs the probability of maintaining
emotional inertia (pinertiat ). The architecture of the
emotion shift prediction network is shown in lower
half of Figure 2. We use Sentence-BERT (SBERT)
(Reimers and Gurevych, 2019) embeddings as tex-
tual features. SBERT is a modification of the pre-
trained BERT (Devlin et al., 2019) network that
uses the Siamese network to derive semantically
meaningful sentence embeddings for transfer learn-
ing tasks. The emotion shift prediction network
makes use of only the text modality for two rea-
sons. Firstly, it has often been found empirically
that among the text, audio, and video modalities,
text modality carries more information for ERC
tasks (Poria et al., 2018). Secondly, early fusion
techniques to combine the three modalities can suf-
fer in a Siamese-type architecture due to difficulty
in mapping the fused modality vector to a vector
space in which similar vectors are close. We also
experimentally verify this (§6).

The emotion shift prediction network (between
ut and ut−1) takes in text features corresponding
to utterances (lt and lt−1) and their element wise
differences to output the probability of a shift as
given by (Eq. 7). Here, pinertiat is calculated us-
ing Siamese network (Eq. 8, 9). Here, Ht is the
Siamese hidden state, W

(
∈ R3dl

)
is the model

parameter. For the Siamese network, we use Bi-
nary Cross Entropy loss (Ls) over the distribution
pshift
t . The emotion shift component modulates the

Emotion State GRUarc via pshift
t and hence controls

the flow of information during the conversation.
The Emotion Shift component captures the emo-
tional consistency in the utterances and can act as
an independent modular component that can be pre-
trained and added to any existing multi-modal ERC
framework with a few modifications for improving
emotion recognition in conversations.

pshift
t = 1− pinertiat (7)

pinertiat = σ (Ht) (8)

Ht = WT (lt−1 ⊕ lt ⊕ |lt − lt−1|) (9)

Overall Architecture: The motivation for the pro-
posed architecture follows from the intuition that
we need to weigh down the contribution of the pre-
vious emotion state in case of an emotion shift. In
other words, we need to reduce the influence of
emt−1 in the calculation of emt when there is a high
pshiftt . To do so, we modify the reset and update
gates in the GRU modelling the emotional arc of
the conversation i.e. GRUarc. A GRU has gating
units (reset and update gates) that modulate the
flow of information inside the unit. Ravanelli et al.
(2017) mention the usefulness of reset gate in sce-
narios where significant discontinuities are present
in the sequence, thereby indicating its crucial role
to forget information. Their work also finds a re-
dundancy in the activations of the reset and update
gates when processing speech sequences. Moti-
vated by this, and the intuition that we need to for-
get more information when there is a higher prob-
ability of an emotional shift, we directly use the
value of (1− pshiftt ) for both the reset and update
gates. The updates for GRUarc unit are given by
Eqs. 10, 11. Eq. 10 calculates a candidate emotion
state ẽmt in which the prior emotion state’s (emt−1) is
controlled by the emotion shift signal. The output
emt is a linear interpolation between ẽmt−1 and emt−1.
Again, pshiftt controls the influence of emt−1 (Eq.
11). Therefore, a higher value of pshiftt will limit
the contribution of the previous emotion state. In
the absence of the emotion shift component, the
GRU gates are learned using only the classification
data, much like the rest of the parameters in the
model. If the total number of parameters in a model
is huge (as is the case with most deep learning mod-
els), the gates might be unable to learn well. We
verify that the modeling of the shift in emotion
encourages better learning of these gates (§6).

ẽmt = tanh
(
Wsqt,mt + (1− pshiftt )⊙

(
Uemt−1

))
(10)

emt = (1− pshiftt )⊙ emt−1 + pshiftt ⊙ ẽmt (11)

For prediction at time t, the emotion vector et
(formed from fusion of emt as described in (Eq. 4))
is passed through a final classification layer Wc

(∈ Rde×K) where K is the number of emotion or
sentiment classes. This is used to obtain probabil-
ity distribution over emotion labels via the Soft-
max activation: o = softmax(W T

c et). We use the
Cross-Entropy Loss over this distribution to train
the weights.



Dataset #utterances Emotion shift (in %)

Train Test Train Test

CMU-MOSEI 18191 4655 33.61 34.62
IEMOCAP 5810 1623 12.89 12.75

Table 1: Statistics for number of utterances and emotion
shift percentage in various datasets

Model F1 Accuracy

Graph-MFN 77.00 76.90
DialogueRNN 79.82 79.98
Multilogue-Net 80.01 82.10
TBJE - 82.4
Our Model 83.07 82.66

Table 2: Performance comparison on the sentiment task
of CMU-MOSEI dataset (all numbers in %)

5 Experiments and Results

Multimodal Emotion Corpora: We evaluate our
model using two benchmark English ERC datasets -
CMU Multimodal Opinion Sentiment and Emotion
Intensity (CMU-MOSEI) dataset and the Interac-
tive Emotional Dyadic Motion Capture (IEMO-
CAP) dataset. Details of these corpora are dis-
cussed in §3.1. In a nutshell, each of the two cor-
pora has language, audio, and video modalities.
MOSEI has both sentiment and six emotion labels,
IEMOCAP has video recordings of dyadic conver-
sations and is labeled with six emotion labels.
Emotion shift in Dataset: We define an emotion
shift between consecutive utterances if there is a
shift from a positive to a negative emotion or vice-
versa. CMU-MOSEI dataset provides annotated
(positive/negative) sentiment label for each utter-
ance. This is not the case for the IEMOCAP dataset,
therefore we divide the emotion classes into a posi-
tive and negative category. Happiness and surprise
are taken into the positive category while disgust,
angry and sad are considered as the negative cat-
egory. Note that IEMOCAP also has a neutral
emotion, but a shift is only counted if it is from a
positive to negative emotion or vice-versa. Table
1 shows the percentage of emotion shift observed
in the datasets. Since CMU-MOSEI shows a larger
amount of emotion shift, we were motivated to
perform experiments on CMU-MOSEI first.

5.1 Results

We evaluate our approaches using standard F1
score and Accuracy evaluation metrics (App. A).
We train and report the performance of our model

Emotion Multilogue-Net TBJE Our Model

A F1 A F1 A F1

Happiness 70.05 70.03 66.00 65.50 68.51 68.61
Sadness 71.04 70.42 73.90 67.90 74.20 71.74
Anger 74.78 74.31 81.90 76.00 75.17 76.10

Disgust 77.98 79.20 86.50 84.50 83.67 82.79
Fear 69.04 75.50 89.20 87.20 87.11 85.90

Surprise 88.89 85.98 90.60 86.10 78.99 81.62

Table 3: Performance comparison on the emotion task
of CMU-MOSEI dataset (all numbers in %)

for four sub-tasks, 2-way sentiment classification
and binary emotion classification on CMU-MOSEI,
and four-class and six-class emotion classification
task for IEMOCAP. The focus of our work is mul-
timodal ERC and consequently, as is done in pre-
vious work, we compare only with previous mul-
timodal approaches, since comparison with uni-
modal (e.g., text) only approaches does not make
sense. Moreover, SOTA unimodal approaches
(such as text based) use additional information such
external knowledge sources (e.g., (Ghosal et al.,
2020)) which makes the comparison with multi-
modal approach unfair specially given that such
knowledge may not be available for other modali-
ties. Nevertheless, it is possible to incorporate the
emotion shift component into existing emotion pre-
diction architectures (unimodal or multimodal) and
we leave this exploration for future.
Results on CMU-MOSEI: Table 2 shows compari-
son of our best performing model on CMU-MOSEI
sentiment labels, with current state of the art mod-
els: TBJE (Delbrouck et al., 2020), Multilogue-
Net (Shenoy and Sardana, 2020), Dialogue RNN
(Majumder et al., 2018b), and Graph-MFN (Po-
ria et al., 2017). As evident from the results, we
are able to significantly outperform the previous
SOTA Multilogue-Net model with an increase of
3% in F1 score. We further compare our model
on the emotion classification task with TBJE and
Multilogue-Net (Table 3). As shown in the table,
our model outperforms for some of the emotion
classes. We speculate that poor performance is
due to the multilabel setting in the CMU-MOSEI
dataset. As the emotion labels are multilabel, the
emotion shift component is not able to play a mean-
ingful role in providing a performance boost to the
emotion classification component. We consider
multilabel settings as another line of future work
where the emotion shift modeling takes into ac-
count the multilabel property.
Results on IEMOCAP: Previous works on



Emotion bc-LSTM CHFusion Our model
A F1 A F1 A F1

Happy 79.31 - 74.30 81.40 68.75 72.79
Sad 78.30 - 75.60 77.00 76.73 81.21

Neutral 69.92 - 78.40 71.20 81.51 78.25
Angry 77.98 - 79.60 77.60 82.35 79.77
Avg(w) 75.20 - 76.50 76.80 78.47 78.46

Table 4: Performance comparison on the IEMOCAP
dataset for four emotion labels (all numbers in %)

Emotion Hap Sad Neu Ang Exc Fru Avg(w)

Acc 54.17 65.31 62.50 62.94 67.89 64.04 63.59
F1 50.81 70.48 60.23 63.69 70.73 62.72 63.82

Table 5: Performance of our model on IEMOCAP
dataset for 6 labels (all numbers in %)

Multimodal-IEMOCAP have shown performance
only on angry, happy, sad, and neutral emotions.
We compare our model performance on these four
classes with state-of-the-art models CHFusion (Ma-
jumder et al., 2018a) and bc-LSTM (Poria et al.,
2017) (Table 4). Our model significantly outper-
forms both of these on average weighted F1 and
Accuracy. Also, emotion classes neutral and an-
gry show improved performance. We also provide
results on six emotion classes - happy, sad, neu-
tral, angry, excited, and frustrated (Table 5). For
these experiments, we use BERT features for text
(§6), OpenSmile features for audio and 3D-CNN
features (Majumder et al., 2018b) for video. We
did not come across any existing work on 6-class
multimodal IEMOCAP for the comparison.
Performance of emotion shift component: The
results describing the capability of the emotion shift
component to predict the shift for CMU-MOSEI
and IEMOCAP dataset are shown in Table 6. It is
to be noted that predicting the shift accurately is
not our primary objective. Our objective is to be
able to improve the emotion prediction by using
the signal (pshiftt ) received from the emotion shift
component.

6 Analysis and Ablation Studies

Due to a wide variety of components, it becomes vi-
tal to perform a detailed analysis of the architecture
to understand the importance of various choices.
Feature and Design choices: For understanding
the importance of features used for different modal-
ities, we choose two different sets of features for
text and visual modalities. In one setting, we use av-
eraged GloVe embeddings (Pennington et al., 2014)
for text, OpenSmile features (Eyben et al., 2010)
for Audio and Facet features (Stöckli et al., 2017)

Datasets Accuracy F1

CMU-MOSEI 72.65 67.32
IEMOCAP 4-label 80.50 79.68

6-label 85.63 84.28

Table 6: Performance of Siamese Model on MOSEI and
IEMOCAP

Input Features Classification Emotion Shift
Accuracy F1 Accuracy F1

G(L), O(A), F(V) 80.85 80.31 63.38 62.15
B(L), O(A), O(V) 81.98 80.91 64.01 63.30
B(L), O(A), O(V) 82.66 83.07 72.65 67.32

Table 7: Effect of different feature combinations for
MOSEI. The classification columns are results on 2 class
sentiment prediction task and emotion shift columns are
results on 2 class emotion shifts classes. Here G(L):
Glove, B(L): BERT, F(V): Facet, O(A): OpenSmile,
O(V): OpenFace2.0

for Video. Whereas in another setting, for text
modality, we make use of a pre-trained BERT (De-
vlin et al., 2019) model’s output layer. We calculate
the average of the output layer to get a fixed-sized
vector. For visual modality, we use the features pro-
vided by OpenFace2.0 (Baltrusaitis et al., 2018),
which are useful in performing facial analysis tasks
such as facial landmark detection, head-pose track-
ing, and eye-gaze tracking. The results in Table 7
(first two rows) highlight the advantage of features
used in second setting.
Importance of Pretraining the Emotion Shift
Component: To review the significance of the pre-
training emotion shift component, we compare it
with the two settings described above. We argue
that jointly optimizing the emotion classification
and emotion shift component from scratch might
degrade the model classification performance. At
the onset of training, the Siamese component does
not provide a helpful signal to the classification
component due to the random initialization of its
weights, hampering the learning of the classifica-
tion component. To prevent this, we pre-train the
emotion shift component on the emotion shift la-
bels separately before the joint training task, which
helps provide the classification component with a
better emotion shift signal at the start of training,
making learning more accessible. The results in
Table 7 (third row) shows an increase of approxi-
mately 2% in the F1 score when compared to the
same features setting without pretraining (second
row). Moreover, the Siamese network, when pre-
trained, also achieves an F1 score of 67.32%, the
highest among all the experiments depicting the



Emotion shift type Multilogue-Net Our Model

Positive - Negative 69.78 73.83
Negative - Positive 59.49 80.35

Table 8: Accuracy comparison with Multilogue-Net on
MOSEI emotion shift utterances

Emotion shift type 4-label 6-label

Positive - Negative 63.04 53.22
Negative - Positive 69.77 70.68

Table 9: Accuracy of the proposed model on IEMOCAP
emotion shift utterances

hindrance caused by joint training from scratch.
Performance over emotion shift utterances: To
verify the effectiveness of the emotion shift com-
ponent we consider cases where an emotion shift
has occurred between a target utterance ut and the
prior utterance ut−1 if there is a switch from posi-
tive emotion in ut−1 to negative emotion in ut, or
vice versa (§3). We evaluate our emotion classifica-
tion performance on such utterances ut displaying
an emotion shift. Popular architectures like CMN,
ICON, IANN and DialogueRNN perform poorly
on the utterances with an emotion shift (Poria et al.,
2019). In particular, in cases where the emotion of
the target utterance differs from the previous utter-
ance, DialogueRNN could only correctly predict
47.5% instances, much lesser than the 69.2% suc-
cess rate that it achieves at the regions of no emo-
tional shift. In Table 8 we compare our results with
another multimodal ERC SOTA: Multilogue-Net.
The results show a significant increase in accuracy
for both positive to negative and negative to pos-
itive emotion shifts on the CMU-MOSEI dataset
depicting the importance of the independent emo-
tion shift component introduced in our architecture.
Even though the Siamese network can predict the
presence of emotion shift with an accuracy of about
72.65% (Table 7), the signal received from it (in
the form of reset and update gates of GRU) helps
the emotion classification network to overcome the
emotional inertia and predict the correct emotion.
We also show the accuracy of our model on emo-
tion shift utterances of the IEMOCAP dataset in
Table 9. We could not calculate these numbers for
CHFusion (SOTA on IEMOCAP) due unavailabil-
ity of their code.
Effect of Modeling Emotion Shift: To further ver-
ify the significance of modeling emotion shift as a
separate component, we compare two variants of
our best model - one with and the other without
the Emotion shift component. Table 10 shows a

Datasets Without With

A F1 A F1

CMU-MOSEI 81.31 81.01 82.66 83.07
IEMOCAP 4-label 77.53 77.51 78.47 78.46

6-label 61.37 61.65 66.73 66.86

Table 10: Performance with and without the emotion
shift component (all numbers in %)

Datasets
L+A L+V A+V L+A+V

A F1 A F1 A F1 A F1

CMU-MOSEI 82.49 82.81 81.65 82.16 72.22 71.28 82.66 83.07

IEMOCAP
4-label 80.06 80.07 77.52 77.56 78.26 78.20 78.47 78.46
6-label 64.26 64.48 63.34 63.40 58.90 58.84 66.73 66.86

Table 11: Ablation study to observe the contribution of
different modalities

comparison on both the datasets. Across both the
datasets, we observe a substantial increase in per-
formance while using the emotion shift component.
Contributions of the Modalities: To understand
the importance of different modalities present in
the datasets, we conduct experiments by choosing a
combination of two out of the three modalities. As
expected, models using all three modalities outper-
form models using only two modalities across most
datasets (Table 11). On the IEMOCAP dataset with
four classes, the text+audio model performs better
than six classes. The text modality seems to be
the most essential compared to other modalities
highlighting the significance of context.
Using other modalities in the Emotion Shift
Component: To observe the effectiveness of
modalities other than text on the Emotion Shift
Component, we empirically analyze the effect of
using all three modalities for training this com-
ponent. We make use of the early fusion tech-
nique where modalities lt, at, vt are concatenated
(lt ⊕ at ⊕ vt ) and then passed to the Siamese net-
work. Observing the obtained results, we see that
the use of the three modalities does not lead to an
improvement (Table 12). A possible reason for this
might be the importance of context (captured in the
text modality) in predicting emotion shifts.
Analyzing reset gate updates in GRUarc: We
also verify the practical significance of the emo-
tion shift component qualitatively. We compare the
GRU reset gate activations obtained from the emo-
tion shift component and the reset gate activations
learned by GRU without explicit emotion shift in-
formation. We randomly pick an instance from the
CMU-MOSEI test set and analyze the GRU unit
using it. In Figure 3, we show these activations for
the Video ID "m7SJs73SF8w" randomly selected



Modalities Accuracy F1

L 82.66 83.07
L+A+V 82.20 82.78

Table 12: Performance using other modalities in
Siamese component (all numbers in %)

from the test set. This dialogue has four utterances,
and we see a shift from positive to negative emo-
tion between utterances two and three and a shift
from negative to positive emotion between utter-
ances three and four. As seen in the left graph in
Figure 3, the emotion shift component learns to
set a low reset gate value when there is an emo-
tion shift (namely timestamps t = 3 and t = 4).
This low reset gate value helps to weigh down the
contribution of the previous emotion state for the
predictions at the current timestamp. Comparing
it to the case when we remove the emotion shift
component (right graph in Figure 3), the reset gate
activations learned by the GRU do not follow the
same trend, indicating that the previous emotion
state will still significantly contribute to predictions
at the current timestamp. Overall, the emotion shift
component plays a vital role in effectively control-
ling information from the past.

7 Discussion

The presence of emotion shifts in human-to-human
conversation is prominent in the conversational
datasets. The existing works based on sequential
modeling often suffer from these shifts, leading
to poor performance for utterances with emotion
shifts. In this work, we try to control the effect
of previous utterances using an independent emo-
tion shift module. As highlighted in Tables 8 and
9, the proposed architecture performs significantly
better on emotion shift cases when compared to
Multilogue-Net (20% improvement in negative-
positive and 4% improvement on positive-negative
shifts). The novel design of the emotion shift-based
gating mechanism in the GRU unit helps boost the
prediction performance for utterances with emotion
shifts. As noticed in Fig. 3, the reset and update
gates provide a significant signal when there is an
emotional shift in conversation.
Modularity: The modular design and idea of the
proposed emotion shift component can further be
used to improve any emotion prediction systems
that have poor performance in emotion shift cases.
Moreover, the designed emotion shift component
works considering only the textual modality, mak-

Most of the time in an online course the student to 
content interactivity is assumed but -

- the �rst thing to think about here is that they are 
three interactivity types. You have student to 
student interactivity, student to content interactivity, 
and student to instructor interactivity mostly -

- assumed. Student to student relationships and 
student to instructor relationships aren't always 
assumed.

One of the opportunities you can do is to have a 
hallway conversation area i know that some ..
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Figure 3: Reset Gate activations on the dialogue
‘m7SJs73SF8w" from CMU-MOSEI test dataset

ing it applicable to both multimodal as well as
unimodal systems.
Application to Real-Time Systems: A notable
limitation of all the existing Emotion Recognition
state-of-the-art systems often comes from the inca-
pability of their implementations for real-time use
cases as they require the entire context to be given
in the form of multiple utterances to the model. For
future approaches where the models will target the
real-time setting, the proposed emotion shift com-
ponent can be handy as it only uses two consecutive
utterances to predict the emotion shift.

8 Conclusion and Future Directions

In this paper, we proposed a deep learning based
model for multimodal emotion recognition in con-
versations. We proposed a new emotion shift
component (modeled using the Siamese net) that
captures the emotional arc in a conversation and
steers the main emotion recognition model. We
performed a battery of experiments on two main
emotion recognition datasets. Results and analysis
show the importance of the emotion shift compo-
nent. Currently, the emotion shift component uses
only the text modality for predicting the shift and
we plan to explore more sophisticated ways of us-
ing information from multiple modalities.
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Appendix

A Evaluation Metrics

Consider {yn}Nn=1 as the true labels and {ŷ}Nn=1 as
the predicted labels for the N datapoints. Note that
yn, ŷn ∈ {1, 2, . . . ,K} where K is the number of
classes.

The Accuracy score for predictions if given by:

Accuracy =

∑N
n=1 I [yn = ŷn]

N

We use the accuracy_score method of Python
based Scikit-learn library (Buitinck et al., 2013)
for its evaluation. The F1 score for a class k is
given by:

F1k =
2× precisionk × recallk

precisionk + recallk

where, precisionk is the precision for class k and
recallk is the recall for class k. These are calculated
using:

precisionk =

∑
ŷn=k

I [yn = ŷn]∑
ŷn=k

1

recallk =

∑
yn=k

I [yn = ŷn]∑
yn=k

1

Finally, the weighted F1 score is defined as

weighted F1 =
K∑
k=1

fk × F1k

where fk is the relative frequency of class k
We use the F1_score method of Scikit-learn

library for its evaluation.

B Experiment Reproducibility

B.1 Input and hidden states dimensions
The Input modality dimensions for the different
datasets we experimented are as follows:
CMU-MOSEI

• Text (BERT): 768

• Audio (OpenSmile): 384

• Video (OpenFace2.0): 711

IEMOCAP:

• Text (BERT): 768

• Audio (OpenSmile): 100

• Video (3D CNN): 512

The dimension of the hidden states and GRU
states are as follows:

• Siamese hidden state (Ht): 300

• Party state for each modality sqt,mt : 150

• Context State for each modality cmt : 150

• Emotion State for each modality emt : 100

All other weights and parameters are such that the
equations given in §3 hold.

There are a total of 5578803 parameters in the
model.

B.2 Training the main model
All experiments are implemented using the Py-
Torch library (Paszke et al., 2019). All weights
are initialized randomly using PyTorch’s default
methods, and we use the Adam optimizer (Kingma
and Ba, 2014) for training these weights.

The following hyper-parameters are used for the
optimizer:

• Learning rate (lr) : 0.0001

• Weight decay (weight_decay): 0.0001

• β1, β2 (betas): (0.9, 0.999)

Here, the names in parenthesis denote the argu-
ments corresponding to the hyper-parameters in
the Adam Optimizer object of the PyTorch library.

We use a batch size of 128 for training across all
experiments. The number of epochs for which the
model was trained varies across datasets. These are
listed as follows:

• CMU-MOSEI - 50 epochs

• IEMOCAP - 500 epochs

Training time per epoch was approximately 2.5
minutes for CMU-MOSEI and 15 seconds for
IEMOCAP.

The model is evaluated at every epoch on the
validation set (constructed using an 80:20 random
split of the training data). The model giving the
best weighted average F1 score across all classes
is checkpointed. All the randomizations in the
training procedure are reproducible using a seed
value of 42 for libraries NumPy and PyTorch.



B.3 Training of the emotion shift component
This section provides the hyper-parameters for the
pre-training procedure of the emotion shift compo-
nent described in 4. We use a batch size of 8, and
the model is pre-trained for five epochs. The model
is checkpointed against the best F1 score.

B.4 Hyperparameter Tuning
Hyperparameters like the size of siamese hid-
den state (Ht), size of context/party/hidden states
(sqt,mt , cmt , emt ) are tuned manually. The best
weighted average F1 score over the validation set
across all epochs was used as the criterion to select
the best hyperparameter configuration.

To tune the hyperparameters used in the opti-
mizer (learning rate, weight decay, β1, β2), we
started with the default values used in the PyTorch
library. These values are:

• learning rate: 0.001

• weight decay: 0

• β1: 0.9

• β2: 0.999

On manual tuning, we found that decreasing the
learning rate to 0.0001 and increasing the weight
decay to 0.0001 helped in better convergence and
superior validation performance. Changing the val-
ues of β1 and β2 did not lead to any improvement.
So these were kept the same as the default values.

B.5 Machine Specification
All experiments were performed on a server using
Intel i7-5820K CPU @ 3.30GHz, Nvidia GeForce
GTX TITAN X GPU, and CUDA 11.


