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Abstract

Recent GAN-based text-to-image generation
models have advanced that they can generate
photo-realistic images matching semantically
with descriptions. However, research on multi-
lingual text-to-image generation has not been
carried out yet much. There are two problems
when constructing a multilingual text-to-image
generation model: 1) language imbalance issue
in text-to-image paired datasets and 2) gener-
ating images that have the same meaning but
are semantically inconsistent with each other
in texts expressed in different languages. To
this end, we propose a Language-agnostic Se-
mantic Consistent Generative Adversarial Net-
work (LaSC-GAN) for text-to-image gener-
ation, which can generate semantically con-
sistent images via language-agnostic text en-
coder and Siamese mechanism. Experiments
on relatively low-resource language text-image
datasets show that the model has comparable
generation quality as images generated by high-
resource language text, and generates semanti-
cally consistent images for texts with the same
meaning even in different languages.

1 Introduction

In this paper, we consider multilingual text-to-
image generation. There are two problems with
multilingual text-to-image generation. The first
problem is the language imbalance issue in text-
to-image datasets. Most text-to-image generation
datasets are in English, so it is difficult to con-
struct text-to-image generation models for other
languages. Furthermore, since existing multilingual
datasets have a small amount of data, a discrimi-
nator overfitting may cause problems such as in-
stability of learning in GAN. The second is that
generative models have difficulty extracting seman-
tic commonality between languages.This can pro-
duce different images for captions with the same
semantics but different languages. In Yin et al.
(2019), they treat the problem that captions with
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same meanings in English create semantically dif-
ferent images. We extend this awareness between
languages.

To solve those problems, we propose LaSC-
GAN for text-to-image generation. LaSC-GAN
consists of a language-agnostic text encoder and
a hierarchical generator. Language-agnostic text
encoder generates text embeddings to be used in
the hierarchical generator for the first problem men-
tioned above. And we exploit the Siamese struc-
ture training to capture the semantic consistency
between images generated in various languages.

Our main contributions are as follows: 1) By us-
ing a language-agnostic text encoder, images for
low-resource language text can be generated only
by learning the high-resource language. 2) Texts
with the same semantics in different languages can
generate semantically consistent images using the
Siamese mechanism in hierarchical generator to ex-
tract semantic consistency between languages. We
show the effect of each contribution in experiments
using English MS-COCO (COCO-EN), Chinese
MS-COCO (COCO-CN) and Korean MS-COCO
(COCO-KO) datasets.

2 Related Works

2.1 Generative Adversarial Network (GAN)
for Text-to-Image

Text-to-image generation using GAN has advanced
a lot since GAN-INT-CLS (Reed et al., 2016).
The discovery of hierarchical model architectures
(Zhang et al., 2017, 2018; Xu et al., 2018) has
produced realistic images that semantically match
with texts. However, these models only consid-
ered image generation for a single language, and
to the best of our knowledge the first paper dealing
with multilingual text to image generation is Zhang
et al. (2022). The model proposed in Zhang et al.
(2022) requires learning for each language. How-
ever, our method can generate images from multi-

Proceedings of the Workshop on Multilingual Multimodal Learning, pages 1 - 5
May 27, 2022 (©)2022 Association for Computational Linguistics



d

L gnostic Text E

Visual
— Adaptation — S
module

Language
Adaptation
module

—_

Sentence
embedding

Two chefs in a restaurant
kitchen preparing food

2~N(0,1)

1 gnostic Text E

z
Visual
— Adaptation — 5§
Go

module

Language
Adaptation
module

—_

Sentence
embedding

HE—REYRT
B\ N ENE .

DAMSM loss
L Gl \\ Gz L
Do D 1 D 2
C C
loss loss

Word embedding

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

Figure 1: The architecture of LaSC-GAN. In stagel, the model is trained followed by (Xu et al., 2018) with
COCO-EN. In stage 2, the text-to-image generation is trained with contrastive loss based on a Siamese structure

with COCO-EN, CN, and KO.

lingual texts only by learning about high-resource
language.

2.2 Multilingual Text Encoders

Multilingual text embedding models usually use
the translation pairs datasets, and sometimes the
translation pairs datasets and monolingual datasets
are used together. Among these, language-agnostic
BERT sentence embedding (LaBSE) (Feng et al.,
2020) using MLM(Masked Language Model) pre-
training was proposed.

3 Methods

We propose a LaSC-GAN for text-to-image gen-
eration. Our goal is to obtain as good visual qual-
ity of images created with low-resource language
text as images generated with high-resource lan-
guage text and to enable the model to reflect se-
mantic consistency between languages in image
generation. The LaSC-GAN consists of a language-
agnostic text encoder and a hierarchical generator.
The language-agnostic text encoder is used to ob-
tain a text representation that will be fed as a con-
dition to the generator. The hierarchical generator
generates images for text conditions. Training strat-
egy of the model consists of two stages as shown in
Figurel. In stage 1, the model is trained followed
by (Xu et al., 2018) using only a high-resource
language dataset. In stage 2, the model is trained

with a Siamese structure with two model branches
using data from different language pairs (EN-CN,
EN-KO).

3.1 Model Architecture

Language-agnostic Text Encoder consists of a
Language Adaptation module and a Visual Adap-
tation module. We use pre-trained LaBSE (Feng
et al., 2020) for the Language Adaptation module
and bi-directional LSTM for the Visual Adaptation
module. We get language-agnostic token embed-
dings from each token embedding passed through
the Language Adaptation module. Then, the ob-
tained embedding is transferred to a visual repre-
sentation space through the Visual Adaptation mod-
ule and used as the text condition of the generator.
Hidden states of each token in the bi-directional
LSTM of the Visual Adaptation module are used
as word embeddings, and the last hidden state is
used as sentence embeddings. Our model can use
109 languages used in LaBSE training as inputs.

Hierarchical Generator uses the hierarchical gen-
erative adversarial network structure used in (Xu
et al., 2018), which consists of 3 sub-generators
(Gp, G1,G9). Each generator has an indepen-
dent discriminator (Dg, D1, Ds). The initial sub-
generator generates a low-resolution image by
putting the sentence representation (5) input from
the language-agnostic text encoder and a random



Metric ISt FID | CLIP 1t
ST.1 ST.2 ST.1AST2| ST1 ST2 ST1AST2|ST.1 ST2 ST.IAST2
EN |14.89 - - 97.41 - - 0.227 - -
KO |12.24 14.76 15.58 103.26 102.04 93.16 0.196 0.198  0.195
CN |14.98 16.14 16.55 97.26 93.64 93.40 0.213 0.214  0.212

Table 1: Quantitative results for each stage of LaSC-GAN. ST, EN, KO, and CN denote stage, English, Korean, and
Chinese. ST.1 and ST.2 refer to models that have undergone only Stage 1 and 2 learning processes, respectively.

And ST.1 A ST.2 refer to a model using both learning processes together.

noise (z ~ N(0, 1)) from normal distribution. The
following sub-generators generate a higher resolu-
tion image by using the previous generation result.

3.2 Training Strategy

In the first training stage, the model is trained
followed by (Xu et al., 2018) using only a high-
resource language dataset with DAMSM loss, and
the parameters learned in the first stage are used in
the second learning stage.

Then, in the second learning stage, we use the
Siamese mechanism such as SD-GAN (Yin et al.,
2019) to learn semantic commons between texts
in different languages. In addition to the DAMSM
loss, we compute contrastive loss as follows by
using the visual features of the discriminator for the
inputs to the two branches of the Siamese structure.

1 al 2 2
L_ﬁnz::ly-d + (1 —y) max(e —d,0)* (1)

where d = |[|u; — va||, is the distance between
the visual feature vectors v; and vy from the two
Siamese branches respectively, and y is a flag to
mark whether the input descriptions are from the
same image or not (i.e., 1 for the same and O for
different). The hyper-parameter N is the length of
the feature vector. The hyper-parameter ¢ is used
to balance the distance value when y = 0.

4 Experiments

4.1 Datasets

We used MS-COCO (COCO-EN) (Lin et al., 2014)
for stage 1. COCO-EN has 80K image train set
and 40K image validation set. Each image has 5
English descriptions. We also used the multilingual
versions of COCO-EN: COCO-CN and COCO-
KO for stage 2. COCO-CN (Li et al., 2019) has
1 manually translated Chinese description for the
18K image train set and 1K image validation set.

We used the validation set index of COCO-CN
for other languages as well. COCO-KO has Ko-
rean machine translation results for all descriptions
of in COCO-EN. In stage 2, we use a subset of
data from COCO-EN and COCO-KO that over-
lap with COCO-CN. In stage 2, EN-CN and EN-
KO language pair datasets are used for training
respectively. The models trained with EN-CN, EN-
KO pair datasets are evaluated on the COCO-CN,
COCO-KO validation set respectively.

4.2 Implementation Details

The hierarchical generator and discriminator fol-
lowed (Xu et al., 2018), and the language-agnostic
text encoder is comprised of LaBSE (Feng et al.,
2020) and bi-directional LSTM. The Siamese
mechanism learning method follows (Yin et al.,
2019). We freeze the pre-trained parameters of
LaBSE when learning the language-agnostic text
encoder for stability of learning.

4.3 Maetrics

We evaluated the visual quality of generated images
using Inception Score (IS) and Fréchet Inception
Distance (FID) used by Xu et al. (2018). In ad-
dition, we evaluated how much generated images
are semantically similar to the conditioned texts
through CLIP score used by Wu et al. (2021).

4.4 Zero-shot Language Text-to-image
Generation

In this section, we shows the benefits of the
language-agnostic text encoder. We trained only
on the high-resource language dataset(COCO-EN)
in stage 1. Thanks to the language-agnostic text
encoder, our model can generate images from zero-
shot languages. In Table 1, CN and KO are not
used for learning in stage 1 but show metric scores
that are not significantly different from EN used for
learning. Figure 2 shows images generated in vari-
ous languages using the stagel model. The gener-



ated images from zero-shot language show similar
visual quality to images generated with languages
used for learning in Figure 2. In particular, our
model can generate images from low-resource lan-
guages such as Thai(TH) and Nepali(NE).

Descriptions GT EN KO CN FR TH NE

Ayoung boy layingon |-
top of a giant beach |
ball next to a sky filled
with flying kites.

aman dangling in
the air over the
ocean

A fruit stand
containing oranges,
lemons and
bananas.

Figure 2: Qualitative results of zero-shot language text
to image generation of stage 1. In stage 1, the model
was trained using only English texts. GT, EN, KO, CN,
FR, TH, and NE denote grond-truth, English, Korean,
Chinese, French, Thai, and Nepali respectively. The
English description was translated into each language
and used for generation.

GT Descriptions

A box filled with
different flavored
donuts sitting next
to each other

some vegetables
beans and sauce
and other food
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Figure 3: Qualitative examples of the LaSC-GAN. The
results of each stage with given a pair of language de-
scriptions

4.5 Multilingual Semantic Consistent
Text-to-image Generation

We conducted an experiment to show the effect of
the Siamese mechanism training. In table 1, the
model that performed stage 1 and stage 2 together
showed better performance in IS and FID than the
models performed separately. And we compute the
FID of the language pairs (EN-KO, EN-CN) to
shows that stage 2 helps the model to generate

FID | EN-KO | EN-CN
ST.1 5774 | 51.04
ST.IAST2 | 5732 | 49.56

Table 2: FID between languages in each stage.
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Figure 4: Image generation results of the LaSC-GAN.
The images were generated with sentences in which
the nouns in the English description were replaced with
Chinese and Korean nouns, respectively.

semantically consistent images if the semantics are
the same in different languages. As shown in Table
2, it can be confirmed that the distance has gotten
closer after stage 2. In addition, images generated
from texts in different languages with the same
meaning have similar images as shown in Figure 3.
And Figure 4 shows the model can extract semantic
commons between languages.

5 Conclusion

In this paper, we propose a LaSC-GAN for text-to-
image generation. Through language-agnostic text
encoder, the model can generate images with low-
resource language texts in zero-shot setting. Fur-
thermore, by Siamese mechanism, the model can
extract high-level consistent semantics between lan-
guages when generating images. The experiments
on COCO-EN, KO, and CN show that our pro-
posed method can generate photo-realistic images
from the relatively low-resource language text and
extract semantic commons between languages for
image generation.
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